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Abstract

Assembling Syntax:
Modeling Constituent Questions
in a Grammar Engineering Framework

Olga Zamaraeva

Chair of the Supervisory Committee:
Professor Emily M. Bender
Linguistics

This dissertation is dedicated to a cross-linguistic account of constituent (aka wh-) questions as
part of a grammar engineering toolkit, the Grammar Matrix, couched in the Head-driven Phrase
Structure Grammar formalism (HPSG). The main research question is: What, in formal grammar
terms, constitutes an analysis of the various attested ways to form constituent questions which is
demonstrably compatible with analyses of other phenomena that also vary typologically? I as-
sume here a working definition of analysis as a set of HPSG types, including lexical and phrasal,
and ways in which these general types vary depending on a given language. By “varying typolog-
ically” I mean that as the analyses presented here were driven by a review of typological literature
on constituent questions, the interacting analyses that are part of the Grammar Matrix were driven
by typology of other phenomena. My research question is related to a big question in linguis-
tics: What is the range of possible variation of human languages? Specifically, this work aims to
contribute to this big question by providing a set of analyses which are (i) driven by typological
surveys; (ii) demonstrably integrated with existing analyses; and (iii) rigorously tested. Thus,
while not a claim about possibilities and impossibilities, this work is a step towards establishing
a range of specific linguistic analyses which are consistently successful across languages.

I test the analyses in terms of the coverage, the overgeneration, and the ambiguity with respect

to test suites which include constituent questions along with other syntactic phenomena and come



from typologically and genealogically diverse languages. I look in particular detail into Russian
for which I compile a test suite of 273 sentences including various types of simple and com-
plex declarative and interrogative clauses. I additionally evaluate the system on five “held-out”
languages, all from different language families which I did not consider at all during development.

On the theoretical level, I conclude that the HPSG filler-gap construction in combination with
non-local features such as SLASH and QUE provides a functional basis for cross-linguistic model-
ing of obligatory question phrase fronting in main clauses but it is not yet fully clear whether they
are sufficient to model the contrast between clause-embedding predicates meaning e.g. think and
ask, cross-linguistically. I conclude also that question phrase fronting which seems optional on
the surface is difficult to formally model as such, which suggests it could be more readily analyzed
as a combination of obligatory fronting, with any material appearing in front of the question word
licensed by a separate information structure fronting mechanism. I furthermore conclude that
“lexical threading”, the HPSG mechanism by which lexical heads project their arguments’ nonlo-
cal features, complicates the analysis of fronting and that the entire Grammar Matrix system can
be reasoned about more simply without the lexical threading assumption — although interrogative
morphology can be modelled more straightforwardly with that assumption. On the grammar
engineering level, I conclude that the existing Grammar Matrix system with its lexicon, mor-
photactics, polar questions, and case libraries can be successfully extended to support an analysis
of constituent questions. The Grammar Matrix’s information structure library however would
require more substantial revisions in order to be integrated with an analysis of constituent ques-
tions, especially to support data from languages with flexible word order and data with embedded
clauses, from all languages. At the level of the DELPH-IN HPSG formalism, I conclude that
the recently suggested append list type can be conveniently used for modeling question phrase
fronting instead of the cumbersome difference list append. Finally, on the methodological level,
I conclude that using at least one larger test suite with more complex sentences during Grammar

Matrix development (along with multiple smaller test suites for typological diversity) involves a



cost for typological breadth and a danger of “overfitting” the cross-linguistic system to one lan-

guage but it is still important to uncover issues in the analysis which would otherwise be ignored.
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GLOSSARY

The glossary defines terms as they are used in this dissertation. The goal is not to offer general
definitions or to insist that this is how the terms must be used by everyone, but merely to offer
working definitions, for the purposes of making reading of this document easier. In many cases, the
usages stem specifically from the grammar engineering community; the definitions may differ from

the ones the reader is used to.

ADJUNCT: An optional part of the clause which, if discarded, will not leave the sentence
ill-formed; aka a modifier.

ANALYSIS: A collection of rules/constraints designed to handle some specific phenomenon.
Secondarily, it refers to the central ideas or intuitions that those rules/constraints formalize.

ARGUMENT: A constituent which bears a relationship with a predicate (such as a verb or a
noun) and helps complete the meaning of that predicate. For example, subjects and objects
are typical arguments of verbs.

AVM: Attribute-value matrix; a visualization of a structure where features are specified to
have values of certain types and have a geometry; each feature has a particular path to it
starting at the beginning of the structure. Any feature structure can also be represented as
a graph.

BROAD-COVERAGE GRAMMAR: A grammar which one can rely on to parse lots of well-formed
sentences in a language, such as in a real-world well-edited text. This is in contrast to smaller
grammars which only cover a narrow selection of sentences, either because they do not have
a large enough lexicon, do not include morphological analysis, or lack syntactic analyses
for many phenomena (or a combination of the above).

CHOICES: The Grammar Matrix questionnaire allows the user to choose from a number of
typological options and to fill out (so, also choose) lexical and morphological information
for a language. For example, the choices for “basic word order” include SVO, SOV, free,
etc. See also SPECIFICATION.
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COMPLEMENT: Same as ARGUMENT. Usually used to mean specifically the non-subject ar-
guments, but can mean any argument, especially in the context of clausal complementation
(Noonan, 2007).

COMPS: A list-valued feature for complements. Many lexical types can have nonempty COMPS
lists. An empty comps list specified at the lexical level means the type cannot have any
complements.

COVERAGE: The percentage of grammatical items from a test suite for which the grammar
assigns a structure. Only correct structures should count towards coverage, but the correct-
ness of a structure usually needs to be checked by hand, so automated tools often report
coverage based on whether any structure was assigned.

CUSTOMIZATION (GRAMMAR MATRIX): In the Grammar Matrix system, the process of adding
language-specific constraints to a basic HPSG grammar (set of types) which is assumed to
only have cross-linguistically valid constraints.

DAUGHTER: A daughter in a tree is a child node, or a node which is dominated by another
(parent) node. For example, in a context-free grammar, grammar rules (e.g. S>NP VP)
have the left-hand side (S) and the right-hand side (NP VP); the right-hand side are the
daughters. In HPSG, the substructure which corresponds to what would be visualized as a
child in the tree.

ELEMENTARY PREDICATION (MRS): In Minimal Recursion Semantics, a primary unit, a single
relation with its associated arguments (e.g. beyond(x,y)). EPs usually correspond to a single

lexeme. In MRS, EPs are never embedded in one another (it is a “flat” represenetation).

EXTRACTION: Removing an argument or an adjunct from its canonical position in a structure
(such as an HPSG valence list). Related to FRONTING.

FOCUS: New information in a sentence. See also INFORMATION STRUCTURE.

FRONTING: A mechanism assumed to be responsible for some arguments and adjuncts ap-
pearing not in its normal position but rather in the front of the sentence, including across
the clause boundary. Related to EXTRACTION.

GAP: A missing element on the arguments list. Related to EXTRACTION.

GRAMMAR: A formal linguistic description of a language’s syntax which can be paired with
(i) a parser which, given sentences as input, provides syntactic and semantic structures



which are correct with respect to a particular set of hypotheses about the given language;
(ii) a generator which, given a semantic representation, outputs one or more corresponding
grammatical strings. In computational linguistics, a grammar must be written in a formalism
which is explicit enough to be implemented on the computer.

GRAMMAR MATRIX: A meta-grammar engineering project which includes a web-based ques-
tionnaire, a core HPSG grammar, and a customization system which allows the user to input
typological, lexical, and morphological information via the web and automatically obtain a
grammar for this language.

HEAD: In a phrase, a word which determines syntactic properties of the phrase. For example,
in HPSG, verbs typically are heads in complete sentences.

HPSG: Head-Driven Phrase Structure Grammar, a constraint unification-based theory of syn-
tax.

INFORMATION STRUCTURE: A level of linguistic structure related to how the meaning ex-
pressed in a sentence is integrated into the discourse, e.g. the ways in which new vs. old
information is expressed.

IGT, INTERLINEAR GLOSSED TEXT: A form of presentation for linguistic examples. An IGT
consists (at a minimum) of a language line (a sentence in some language, sometimes
morpheme-segmented), a gloss line (a linguistic categorization of each item in the lan-
guage line), and a translation line (the translation of the sentence into a lingua franca such
as English). The language line and the gloss line are aligned.

IN SITU QUESTION: A question phrase which appears in a position normal for a non-question
argument of the verb.

LABEL (MRS): In Minimal Recursion Semantics, a label is a handle which identifies an ele-
mentary predication as belonging to a particular position in the scope tree (Copestake et al.,
2005).

LEXICAL RULE: In HPSG, a structure which has a substructure for strictly one daughter which
must be a word, and which adds constraints to the mother substructure, such as properties
marked by inflectional affixes.

LIBRARY (MATRIX): A set of parts of the Grammar Matrix which are primarily responsible for
supporting one particular syntactic phenomenon. A library usually has an associated web

questionnaire page, a set of lexical and/or phrasal types, and customization logic.
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LICENSING: In grammar terms, something that allows a structure to appear as well-formed.
For example, a lexical entry can license a terminal node in a syntax tree; a phrase structure
rule can license a binary branching structure, etc.

LOGICAL FORM: Generally, the logical form (LF) of an expression is an abstract, precisely
formulated semantic version of that expression. For example, “There exists an x such that x
belongs to a set of things which are dogs and also to a set of things which are named Fido”
is a logical form for the sentence Fido is a dog. (In Minimalist syntactic theory, LF is a
syntactic level which interfaces with semantics. This is not how the term is used here.)

LONG-DISTANCE DEPENDENCY: The ability of some arguments and adjuncts to cross the clause
boundary and appear at the very front of the sentence even if they belong to an embedded
clause, with potentially unbounded depth of embedding. Same as UNBOUNDED DEPEN-
DENCY. Related to FRONTING.

MATRIX: Same as GRAMMAR MATRIX.

MOTHER: A mother in a tree is the parent node, or a node which dominates other (children)
nodes. For example, in a context-free grammar, grammar rules (e.g. S—>NP VP) have the
left-hand side (S) and the right-hand side (NP VP); the left-hand side is the mother. In
HPSG, the substructure which corresponds to what would be visualized as the mother in
the tree.

OVERGENERATION: The percentage of ungrammatical items in a test suite for which the gram-
mar assigns a structure.

PARSER: A program which takes a string and a grammar as input and outputs syntactic and
semantic structures corresponding to that string according to the grammar.

PHRASE STRUCTURE RULE: An HPSG structure whose substructure for the MOTHER is a phrase
rather than a word. Lexical rules in HPSG can only have lexical entries and other lexical
rules as daughters; phrase structure rules do not have that distinction. For example, gram-
mar rules which are used to form complete sentences must be phrase structure rules.

PSEUDOLANGUAGE: a Matrix-readable specification and a list of sentences which do not nec-
essarily correspond to a language spoken anywhere in the world but were constructed to

test that the customization system can handle a certain combination of user choices.

QUE: An HPSG feature indicating that a word is a question word or that the constituent con-
tains such a word.
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QUESTION: A kind of expression (meaning) people use to ask for information. Questions can
in particular be expressed with interrogative sentences (constructions). In Ginzburg and
Sag’s (2000) terms, a question is a type of entity expressed by an interrogative construction.

QUESTION WORD: A word which is used to ask to identify a particular participant of the
clause, e.g. who is used to ask about the subject. Because in many languages such words
have similar shape and in particular in English they tend to start with wh, it is common to
refer to them as wh-words.

REGRESSION TEST (MATRIX): In the Grammar Matrix framework, a regression test is a pair-
ing of a Matrix-readable specification and a list of test sentences composed in a language
corresponding to the specification and illustrating one or more syntactic phenomena.

RELATIONAL CONSTRAINT: A constraint which stipulates the value of one feature to be some
function of the value of one or more other features (a function other than the strict identity).

ROOT: A type that licenses a stand-alone sentence. A structure which does not unify with root
will not be admitted by the parser as a success.

SIGN: A concept in HPSG originating from language sign of de Saussure. A sign in HPSG is a
“structured complex of phonological, syntactic, semantic, discourse, and phrase-structural
information” (Pollard and Sag, 1994, p.15).

SLASHED: A structure (such as a sentence constituent) for which one or more of its arguments
(e.g. a subject or an object of a verb) is missing from its usual place. The etymology here is
due to the notation of VP/NP kind in GPSG (Gazdar, 1981), where the slash signifies that
the verb phrase is missing one of its noun phrase arguments.

SPEC: A list-valued HPSG feature of specifiers, encoding what kind of heads they can serve
as specifiers of.

SPECIFICATION: A machine- and human-readable file that contains the choices the user made
about the language and that can directly be input into the customization system to obtain a
grammar for that language. See also CHOICES.

SPR: A list-valued HPSG feature of heads, encoding what kind of specifiers they take.
TDL: A deprecated term for DELPH-IN Joint Reference Formalism which is still convenient

to refer to the specific text written in that formalism (this usage is akin to something like
“code”). It stands for Type Description Language.

xiii



TEST SUITE: A list of sentences in some particular language intended to illustrate one or more
syntactic phenomena. May contain both possible (grammatical) and impossible (ungram-
matical) sentences.

TOPIC: Old information in a sentence (see also INFORMATION STRUCTURE).

UNBOUNDED DEPENDENCY: Same as LONG-DISTANCE DEPENDENCY.

WH-WORD: See QUESTION WORD.
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Chapter 1
INTRODUCTION

This dissertation presents a cross-linguistic account of constituent (aka wh-) questions inte-
grated into the Grammar Matrix grammar customization system. The main goal is to present a fully
implemented analysis which was concretely tested against test suites from multiple typologically
diverse languages, and to discuss the takeaways from that. The implementation is in DELPH-IN
HPSG which is an explicit syntactic formalism. There is no prior cross-linguistic account of the
phenomenon in HPSG, and I am also not aware of any implemented HPSG grammars which model
multiple wh-fronting, and so my study is a step towards a more complete analysis of interroga-
tives, on the one hand, and long-distance dependencies, on the other. The fact that the analysis
is fully implemented means that it can be built upon quite literally; for example, an analysis of
information structure and free word order can include my analysis of wh-questions. Conversely,
my analysis directly uses the existing HPSG analyses for a variety of syntactic phenomena as they
are implemented in the Grammar Matrix system, and as such tests those analyses in terms of how
they generalize to constituent questions as well as to languages on which they were previously
not tested. In order to situate my research question, this chapter provides some definitions and
connects philosophical and methodological aspects which together constitute motivation for my
work. The research question is, basically: What constitutes an analysis of constituent questions
in the context of a multilingual grammar engineering framework? It is stated fully and contextu-
alized at the end of the chapter. In the given setting, I see it as a step towards answering one of

the biggest questions in linguistics: What is the possible variation in human languages?



1.1 Definitions and philosophy: Modeling grammar

The idea that human language syntax can be conceived of as a formalized system probably goes
back very far in history but the set of ideas most relevant to this dissertation belongs to the schools
of Ferdinand de Saussure and later Noam Chomsky and Richard Montague. De Saussure (1911)
talked about language as a system of signs (mappings between form and meaning); Chomsky
(1957) revolutionized the field of linguistics by describing a formal mathematical system which,
given a grammar consisting of some explicit rules and lexical entries, will either accept or reject
any string as belonging to the language which the grammar represents; Montague (1974) put
forth the idea that semantic compositionality in logic (Frege, 1884) — the meaning of the whole
is computed from the parts — can be applied to linguistic analysis, in particular that the meaning
of the mother node in a syntactic representation of a sentence is computed from the meaning
of the daughters. Montague (1974) also conceptualized a method of fragments which suggests
it is worthwhile to understand grammars as partial (e.g. a grammar may only cover some of the
strings possible in a language) but fully formalized in what they cover — and extendable over time.
Through the Montagovian fragment methodology, theoretical ideas are validated; this principle is
central to my work.

While formal grammar is certainly not the only view which can be taken on human language
(which undoubtedly has, at a minimum, fundamental social components that may or may not be
formalizable), it is important that this set of ideas opened up avenues for a particular empirical
approach to studying syntax: namely, grammar modeling and testing. Modeling grammar in
this context means coming up with sets of rules and lexical entries (one way or another) and
in some cases implementing them directly on the computer, as a program which can accept or
reject a string by attempting (and either succeeding or failing) to find a syntactic structure that
can correspond to the input string given the grammar. Testing (defined in this context by Oepen
(2002)) means deploying this program on a list of sentences and then assessing whether or not the
grammar indeed correctly parsed all grammatical sentences and rejected all the ungrammatical

ones —an alternative to the computer being doing the testing with pen and paper, performing



computations in one’s head. Correctly here means that each structure assigned by the grammar
to any grammatical sentences is in fact meaningful. This last assessment is done with respect
not to the syntactic tree but with respect the to resulting sentence semantics, assuming a semantic

structure is directly paired with the syntactic one.
1.2 Grammar engineering philosophy, methodology, and value

This dissertation is couched within a grammar engineering system (the Grammar Matrix, §3.4).
The concept of grammar engineering arises naturally from the idea that modeling grammar is
akin writing a computer program that accepts or rejects strings. An important characteristic of
a grammar engineering system such as the Grammar Matrix is rigor; it actually implements the
grammar-program idea on the computer, precluding human mistakes that are due to e.g. human
operational memory constraints or inconsistency of attention. But moreover, the Grammar Matrix
is a research framework which aims to combine typological breadth with formal-syntactic depth
(Bender et al., 2010b). With respect to current linguistic thought, the philosophy behind the
Grammar Matrix is perhaps somewhere in between the original philosophy of theoretical syntax
(Chomsky, 1964, 1993; Pollard and Sag, 1994) and the opposing philosophy as presented in
particular in Martin Haspelmath’s papers and blog posts,! which appeals, in particular, to typology
and psycholinguistics.?

Historically, theoretical syntacticians tended to focus on one or a few languages (Zwart, 2009)>

and emphasized concepts which were taken to refer to innate and universal properties of human

'For example, https://dlc.hypotheses.org/2324#more-2324.

Presenting the philosophies as opposing here is meant to mark a continuum of thought in which the Grammar
Matrix philosophy was shaped, and position it with respect to two specific points of view. It is not meant to argue
that one point of view is correct, nor to imply that there are no other points of view, nor to state that any particular
linguist subscribes to one of these specific points of view today. Put simply, I am not saying Noam Chomsky or
any of the most prominent representatives of the Chomskyan school has the same views today as in 1967 or 1993,
nor that Martin Haspelmath’s views have not changed since 2010, etc.

3Chomsky’s early work (Chomsky, 1957, 1964) and much of classic work that followed mostly used data from
English; in recent decades, there has certainly been work on languages other than English including non-Indo-
European, some of which draws also on concepts from typology (e.g. Baker 1996 focusing on Mohawk), and there
are at least a few truly broadly cross-linguistic studies like Harbour 2014, among other works by the same author.


https://dlc.hypotheses.org/2324#more-2324

language sometimes referred to as the “building blocks” of grammar (Barsky, 2016; Chomsky,
1995, 1964). 1f one assumes there is an innate structure that is the same in any language, enough in-
depth work with just one language is in principle sufficient to eventually fully reveal that structure.
The details of this framework have been changing over time (Chomsky 1957 and Chomsky 2005
being two possible landmarks to compare), but the notion of universal grammar remained key.
At the other end of this spectrum, linguists, perhaps most notably Martin Haspelmath, have been
arguing that similarities between languages are not biologically pre-programmed (many of them
could be convergent; Haspelmath 2020); that each language may have completely idiosyncratic
grammatical features and as such no general theoretical framework is applicable; but that some set
of applicable comparative concepts may exist (e.g. Haspelmath, 2010a,b, 2007).* In a way, this
reminds one of the millennia-old debate between Plato’s idealists and Democritus’s materialists,
only applied in the 21st century to language: Should linguists be in pursuit of a theory which will
arise as a product of the mind and then prove to be correct with respect to all language data, or do
correct ideas (and concepts, and theories) emerge only from observing the data objectively and
without bias?”

If idealists and materialists’ debate has indeed lived this long, one cannot help but wonder
if both approaches are in fact instrumental to scholarly progress.® While the in-depth syntactic
approach focusing on one language has been criticized for lack of evidence that the claims gener-

alize across languages (e.g. Postal, 2004), it is clear that without paying attention to one language

“Haspelmath’s position is aligned in this respect with Basic Linguistic Theory (Dixon and Dixon, 2010), which
is a framework designed for typological and field work which relies on concepts useful cross-linguistically and
eschews formalism-specific mechanisms.

The analogy may be a stretch in that no approach to syntax that I know of rejects the importance of data; indeed,
all work is usually organized around data, and it is the innateness assumption of the Minimalist Program that is
behind the claims about generalizability of their analyses, not an assumption that the theory somehow miraculously
arises without data. Still, there is something about the expectation that one set of ideas which arose from a narrow
set of examples and perhaps out of introspection of one person will apply to all languages, that reminds me of
idealism. Pullum (2017) makes a similar distinction between what he calls “intuitional solipsism” (relying on
introspection and rejecting any corpus evidence) and “corpus fetishism” (ignoring any intuition) while arguing
that both extremes should be abandoned. Like Pullum, I am talking here about philosophical extremes; the whole
point is that actual practice of individual researchers differs.

®Indeed, one is relatively sure. Note also how this relates to “Hegelian dialectics” and the idea that the nature of
things can be elucidated (“synthesized”) via the tension of opposing philosophies (Chalybdus, 1854).



in detail and by looking only at maximally abstracted, isolated phenomena across languages, one
will have to limit oneself to just a handful of sentences from each language and will inevitably
miss crucial examples of interactions between phenomena. In other words, while typological
breadth can help draw on other languages to find counterexamples to syntactic claims, in-depth
language study can similarly help find counterexamples to typological claims drawing on e.g.
the complexity of examples.” Finally, going back to the general terms of the ancient debate, it
seems easy to point out the low likelihood of a correct theory emerging without broad enough
observation, but it is also easy to point out that observing without bias is impossible. It seems
that historically, both philosophies have played influential roles in advancing scholarship, and I
see the Grammar Matrix as a framework which recognizes the importance of and incorporates
both — with the crucial addition of rigorous testing relying on computational aid.

While the Grammar Matrix (§3.4) relies on the HPSG formalism and was originally mostly
informed by an in-depth HPSG analysis of English, Japanese, and to a lesser extent German,? it
prioritizes analytical flexibility needed in cross-linguistic descriptive work (Bender et al., 2010b;
Poulson, 2011a). Of course the Grammar Matrix is far from practicing Haspelmath’s (2010b)
“describe each language in its own terms” ideal (and indeed it is not clear what that would look like
in a computational scenario where the language description must ultimately be machine-readable)’
but the set of concepts that the Grammar Matrix relies on to elicit a language specification from the
linguist-user via the web questionnaire may be seen as tested for being comparative. According
to Haspelmath (2010a), comparative concepts are universally applicable, and so the parts of the
questionnaire which continue to easily apply to many languages over time may lead to identifying

such concepts.

"Ideally, on number of examples, too (see the rest of this section).

8Bender et al. (2002) “distilled” the English Resource Grammar (Flickinger, 2000) to elements which were hy-
pothesized to be non-English-specific, based on the work that was being done at the same time on German (Crys-
mann, 2003) and Japanese (Siegel et al., 2016). Hereafter, citations for implemented grammars refer not only and
not so much to the publications as to the grammar implementations themselves, which may significantly predate
publications.

%It would seem that rebuilding most of the formal and software machinery from scratch would be prohibitively
time consuming.



I see the Grammar Matrix as a framework which, while not assuming a universal, biologically
determined building blocks of grammar, is positioned to establish over time a set of concepts
which are demonstrably useful for describing the variation in human languages. My conviction is
rooted in three features of the framework, particularly of its development: (i) the Grammar Matrix
design is informed by typological literature (while relying on established HPSG concepts); (ii)
the development prioritizes cross-linguistic applicability and as such leaves flexibility to define
concepts and features motivated by the data; (iii) whichever new analyses are suggested as part
of Matrix development, there is a system in place (Bender et al., 2007) which allows one to
automatically test them in integration with the existing ones, thus building and extending, over
time, a system of analyses for which we have a proven area of applicability — which also grows
over time.

Note that without computational aid (implemented grammars being one example), both the the-
orists and the typologists are ultimately left to test their hypotheses with small sets of sentences
from each language that they study. Even though field linguists work with large collections of
sentences and typological work undoubtedly draws on extensive field work, it is unclear to what
degree it is possible to review all of the data one had consulted again and again to check for con-
sistency as claims are revised over time. Similarly, while one could argue that theoretical syntax
efforts, put together, do cover large numbers of sentences from some well-studied languages, for
a human it is hardly possible to assess how all the different analyses presented in these works
interact with each other unless they are implemented on the computer (Bierwisch, 1963; Bender,
2008; Miiller, 2015). This consistent rigor is exactly the feature grammar engineering and partic-
ularly the Grammar Matrix, provide. Grammar engineering means the analyses are both modeled
formally and implemented in a machine-readable way so that the grammars which contain them
can be automatically run and rerun on test suites of sentences —however large. This makes the
proven area of applicability of the analyses well defined and clear, and makes it possible to build
on previous work literally, making sure the analyses interact with each other smoothly — or clearly
exposing their shortcomings. The Grammar Matrix adds to this a typological dimension; now the

analyses are demonstrably applicable not only to /arge but also to many test suites. Crucially,



as analyses are added or modified and as the test suites grow in size and number, the ability to
automatically and consistently rerun all the existing and new tests makes it possible to always

substantiate the claims about what the analyses actually cover.
1.3 Research question and a definition of analysis

The main research question of this work is: Given the constraints of building on existing imple-
mented analyses, what set of HPSG structures (types, lexical and phrasal) constitutes an analysis
of constituent questions, as they are attested in typological literature, that will furthermore be
demonstrably compatible with the existing analyses of other phenomena? In line with the phi-
losophy, methodology, and framework described above in §1.2, I am assuming a working defini-
tion of analysis: A collection of rules/constraints designed to handle some specific phenomenon.
Analysis often also refers to central ideas or intuitions that the aforementioned rules and con-
straints formalize; in this work, this interpretation of analysis plays a secondary role. This is in
line with the distinction between formalism and theory which is a definitive trait of HPSG. The
formalism has to be fully distinct from the theory so as to be stable enough for implementation

(Bender, 2008). This has an important consequence, namely that one formalism can be used to

10The related but separate distinction between the object of study and the metalanguage used to describe it is very
old, including in linguistics. That the object language is distinct from the metalanguage was clearly understood
by e.g. Tarski (1956) and Bar-Hillel (1953), and at least as early as Ajdukiewicz 1935. Such a distinction is often
seen as axiomatic (see e.g. Haspelmath (2010b) who lays out a system of definitions based on a similar distinction
which he assumes in sciences in general). Interestingly, Chomsky (1957, p.54) notes:

Linguistic theory will thus be formulated in a metalanguage to the language in which grammars are
written - a metametalanguage to any language for which a grammar is constructed.

The above footnote from Syntactic Structures could in principle be interpreted as assuming a distinction between a
formalism (the language in which a grammar is written) and a theory, and indeed it was originally suggested to me
as such. But from the context, it is more likely that Chomsky (1957) is arguing for a distinction between a particular
grammar and a general theory of language, thus actually skipping the distinction between a theory and a formalism
in which it is encoded (interpreting “metalanguage” as “formalism” in the above quote does not make sense in
the context of my discussion, because that would mean theories describe formalisms; the choice of a formalism
influences the theory, as argued e.g. in Miller 1999, however this does not mean a theory is a metalanguage for
a formalism). Indeed, as argued in detail (if not neutrally) by e.g. Givon (1979, p.5-9), the distinction between
the formalism and the theory is in practice often conflated in syntax. I would like to thank Antonio Machichao y
Premier, Rui Chaves, Gerald Penn, and especially Guy Emerson for suggesting most of the above references and
interpretations to me.



posit not only one theory it was picked/developed for, but also multiple future theories (Bender
and Emerson, in press).!® My work is directly connected to the theories proposed by Pollard and
Sag (1994), Ginzburg and Sag (2000), Bouma et al. (2001a), inter alia, however my goal here
is not so much to propose a theory of language as to observe which formal devices prove to be
useful to model a range of linguistic data. In terms of contributing to one of the biggest ques-
tions in linguistics —what is the range of variety in human languages? —this work contributes to
building a computerized platform of interacting analyses which are both data driven and then in
turn rigorously tested on language data. Such a platform extends the proven area of applicability
of HPSG analyses for a number of syntactic phenomena and, in the Montagovian sense, is a way

of arriving at what the range of successful analyses of these phenomena is.
1.4 Organization

The dissertation is organized as follows. I start by describing the constituent questions typology
as presented in the typological and also syntactic literature (Chapter 2). My analysis is narrower
in scope than what is laid out in Chapter 2; it aims to cover a subset of the phenomena men-
tioned there. I then give background on the Head-Driven Phrase Structure Grammar formalism
(Pollard and Sag, 1994), the DELPH-IN formalism, and the Grammar Matrix system (Chapter 3).
Chapter 4 is a brief overview of existing theoretical work on consituent questions in HPSG as
well as of existing grammar engineering work which informed my analysis or on which I rely in
other ways. I provided a glossary at the beginning of this document which is intended to help the
reader through those two chapters. Developing a library for the Grammar Matrix system has an
established methodology (Bender et al., 2010b) which I outline in Chapter 5. Chapter 6 presents
the main aspects of my analyses and is organized around data from several illustrative languages.
The library with all its components is then described in Chapter 7. I tested my analyses on a
range of languages according to the methodology described in Chapter 5, both during develop-
ment and after “freezing” the development, using “held-out” languages from “held-out” language
families (which is to say that these languages or language families were not considered during

development). That is the content of Chapter 8. Finally, I offer some discussion about future



work directions in Chapter 9 where I also summarize the conclusions.
1.5 A note on completeness vs. readability

This dissertation has an engineering component which, by definition, only works and makes sense
as a whole, each detail being important. As such, it was tempting to me as the writer to try and
describe each such detail of the system in the document. However, that is probably impossible,
and at any rate, it would make the dissertation very hard to read and comprehend. As I was
writing this document, I did in principle try to describe all of the decisions I made during the
implementation; however, clarity and readability were ultimately the goal, and if the reader is
after reproducing some of the things which are described here, I suggest that they also work with
the code which accompanies this dissertation and which is by definition a complete snapshot of

the system described here.!!

"'"The snapshot described in this document: https://github.com/delph-in/matrix/releases/tag/
Zamaraeva-dissertation


https://github.com/delph-in/matrix/releases/tag/Zamaraeva-dissertation
https://github.com/delph-in/matrix/releases/tag/Zamaraeva-dissertation

10

Chapter 2
THE TYPOLOGY OF CONSTITUENT QUESTIONS

This chapter summarizes some of the knowledge about the morphosyntax of constituent ques-
tions presented in the typological literature. Not all of this knowledge is in scope of this disser-
tation; the goal of the chapter is to outline the more general space in which the dissertation is
situated.!

Following Idiatov (2007), I focus here on questions which represent a conventional and direct
way of asking for information about a referent, what Idiatov (2007) calls prototypical constituent

questions. Some examples from English ([eng]; Indo-European) are given in (1)-(4).>
(1) What did you do? [eng]
(2) Who did you see? [eng]
(3) Which person did you see? [eng]
(4) Where did you go? [eng]

The primary use of utterances like these is to elicit information about a person, thing, or location

'A note on the usage of the word typology. This term is used by different linguists and in general it refers to
classifying languages by certain features. It is important to note that these features can be different depending on the
kind of linguist. For example, while typologists like e.g. Dryer (2013b) classify languages based on the “position of
the interrogative phrase”, syntacticians like e.g. Chomsky (1964) classify them with respect to whether or not they
exhibit “wh-movement”, which results in different typologies. In this chapter, I mostly talk about typological facts
in Dryer’s (2013b) sense, i.e. concerned more with the surface data than with any syntactic analyses. The data here
is purposefully separated from any formal-syntactic hypotheses about it. The syntactic analyses presented later in
Chapter 6 are meant to be informed by typology but not conflated with it. This determined the reference structure of
the chapter; when I talk about “multiple question phrase fronting”, for example (§2.5.2), I am concerned less about
the concept of wh-movement and who first talked about multiple movement (it was Wachowicz (1974)) and more
about the fact that in e.g. Russian, multiple question phrases appear at the front of the sentence — an observation
which would be hard to attribute to anyone in particular in the case of such a widely spoken and widely studied
language as Russian.

2Unless otherwise noted, I constructed the English examples myself, although I am not a native speaker of English.
They were vetted by Debbie Berkeley and Leanne Rolston, who are native speakers of English.
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in space or time. This is in contrast to polar and tag questions which are eliciting a Yes/No answer
about whether or not a particular proposition is true, and in contrast to echo questions which do
not inquire about a specific entity but rather express confusion or disbelief or indicate that the
speaker did not hear the previous utterance well enough.

I start with question words as this seems to be a cross-linguistically universal strategy of form-
ing constituent questions (§2.1) and briefly talk about multiple questions (§2.2). Then I present
clause-embedding verb typology (§2.3) (since questions can be embedded), and then talk about
so-called long-distance questions, which is when question words/phrases cross clause boundaries
(§2.4). Then I summarize the specific strategies different languages use to express constituent
questions: fronting (§2.5), particles (§2.6), scope marking (§2.7), morphological marking (§2.8),
and finally bound roots (§2.9) and interrogative verbs (§2.10). Not all of the phenomena described
in this chapter are included in my analysis (Chapter 6); in particular, scope marking and serial
words and bound roots are not included; superiority effects and island constraints are not included

cither.
2.1 Question words

Constituent questions can involve special types of pronouns (1)-(2), determiners (3), adverbs (4),
and verbs (§2.10), as well as special inflectional paradigms of verbs (§2.8), and bound roots
(§2.9). Idiatov (2007), who did an extensive review of question words in the world’s languages
in his dissertation, defines constituent questions as questions which “ask for an instantiation of
variable x”, and question words are usually understood to denote such a variable. Many languages
though not all have separate question words denoting a person (e.g. English who) vs. a thing (e.g.
English what) while separate adverbs may exist to inquire about the position in space or time

(English where, when), as well as for reasons and manner of the event (English why, how).?

3The why has some special properties; for example, in English:

(i) *Who left why? [eng]
(ii)) Who left when? [eng] (Ginzburg and Sag, 2000, p.245)
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Question determiners (like the English which) are used to ask about a closed or limited set of
possibilities (which person of the group; which time of day, etc.). For this reason, they were
termed “Discourse-linked” (D-linked) by Pesetsky (1987). Morphologically, question words are
usually members of the appropriate paradigms in the language, e.g. while question adverbs may
not have many forms in Indo-European languages, pronouns usually inflect for case, person,
number, and gender; determiners agree with nouns in gender and number, etc. Question words
are present in most examples throughout this dissertation.

One property of question words is that answers to them are foci of the answer-sentence (being
new information), and some linguists argue that question words are foci themselves (Culicover
and Rochemont, 1983). However, Erteschik-Shir (1986) argues against this, and, following Chafe
(1970), points out that while the answer to a constituent question is usually the focus, the question
word itself need not necessarily be. On a conceptual level, the difficulty that Erteschik-Shir (1986)
observes has to do with the fact that the referent which is the answer to the question has not yet
presented itself and therefore does not necessarily constitute a specific object that can be in focus.
Whatever the case may be, it seems clear that question words play a role in the information

structure of the sentence.
2.2 Multiple questions

Most languages allow for sentences that ask more than one thing at a time (5).
(5) Who saw whom? [eng]

Languages which appear to not allow more than one question phrase in one sentence seem to be
rare but there are such claims about Italian ([ita]; Indo-European), Somali ([som]; Afro-Asiatic),
Tomasheq Berber ([taq]; Afro-Asiatic; (6a)-(6b)), and Irish ([gle]; Indo-European) (Stoyanova,
2008).

(6) a. May t-sghu terbatt

what.cM 3Fs-bought girl
‘What did the girl buy?’ [taq] (Stoyanova, 2008, p. 174)
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b. *Wiy  yzrin may?
who.CM saw.PART what.CM
Intended: ‘Who saw whom?’ [taq] (Stoyanova, 2008, p. 174)

2.3 Questions in complex clauses

In complex clauses, questions (constituent and polar) can be embedded as subordinate clauses,
regardless of whether the main clause is a proposition (7) or a question (8).

(7) 1 wonder who arrived. [eng]

(8) Who wonders who arrived? [eng]
In English, there is a special complementizer (whether) that can mark the embedded clause as a

question (9a)-(9b). In Russian ([rus]; Indo-European), the question particle zu which is optional

in main clauses (10a)—(10b) becomes obligatory in embedded questions (11a)—(11b).

(9) a. Iasked whether Kim arrived. [eng]

b. *I asked Kim arrived. [eng]

(10) a. Ilpuexan mu Usan?
priehal li Ivan?
arrive.PAST.MASC Q Ivan.NOM
‘Did Ivan arrive?’ [rus]*’

b. Ilpumexan Hpan?
Priehal Ivan?

arrive.PAST.MASC Ivan.NOM
‘Did Ivan arrive?’ [rus]

(11) a. A xouy 3HATh npurexan nu VBaH.
Ya hochu znat priehal li Ivan.
1SG want.1SG.PRES know.INF arrive.PAST.MASC Q Ivan.NOM
‘I want to know whether Ivan arrived.’ [rus]

41 constructed the Russian examples myself using my native speaker judgment, unless otherwise noted.

>The Russian examples are given in Russian orthography and then the second line of the IGT is a common
transliteration https://en.wikipedia.org/wiki/GOST_7.79-2000.


https://en.wikipedia.org/wiki/GOST_7.79-2000
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*51 xouy 3HATh npuexan HBam.
*Ya hochu znat prichal Ivan.

1SG want.1SG.PRES know.INF arrive.PAST.MASC [van.NOM
Intended: ‘I want to know whether Ivan arrived.” [rus]

Not all clause-embedding verbs can embed questions. In particular, it is fairly clear that some

verbs embed strictly propositions, (12a)-(12b), (14a); some specifically embed questions (13a)-
(13b) or answers to questions (14b) (Ginzburg and Sag, 2000; Egré, 2008).

(12) a.
b.
(13) a.
b.

(14) a.

I think that Kim arrived. [eng]

*I think who arrived. [eng]

*I ask that Kim arrived. [eng]

I ask who arrived. [eng]

I know that Kim arrived.[eng]

I know who arrived. [eng]

2.4 Long-distance dependencies

Questions can be “long distance”, meaning the dependency crosses clause boundaries (15).

(15) Who do you think arrived? [eng]

Another (precise but perhaps cumbersome) way of describing a long-distance (LD) question is:

a question phrase which is an argument of an embedded clause at the same time refers to the

answer to the question that the main clause is asking. This can be illustrated by considering (16).

In example (16), (16d) is not a felicitous answer to (16b) because (16b) is not a question about

who arrived; it is a question about what Kim thinks. At the same time, who is the syntactic subject

of arrive.

(16) a.

Alex arrived yesterday but Jo did not. However Kim believed that Jo arrived. Sandy

is talking to Lee about that.
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b. Sandy: Who does Kim think arrived?

c. Lee: Funny, but Jo, actually. Kim thinks Jo arrived even though we all had a video

call with Jo earlier this morning and Jo was clearly still in Zurich.

d. #Lee: It is Alex who arrived.
Long-distance dependencies (LDDs) need not be questions, as illustrated by (18):

(17)  Who does Dana believe Chris knows Sandy trusts? [eng]

(18) Kim, Dana believes Chris knows Sandy trusts. [eng] (Pollard and Sag, 1994, p.158)

The surface syntactic phenomenon which is usually involved in LDDs is often called fronting,
although fronting is more general and can be used to refer to clause-internal variation in word

order.
2.5 Fronting

In many languages, question words or phrases must be fronted.® This is one of the most salient
characteristics of constituent questions; English is one example. While (19a) is a typical con-
stituent question as defined at the very beginning of this Chapter, (19b) is not possible. The only
way such a word order is possible in English is in an echo question (19¢), which is not a way to

ask for new information.
(19) a. What did Mary read? (The book). [eng]

b. *Did Mary read what? [eng]
c. Did Mary read WHAT?! [eng]
Fronting is often discussed along with long-distance dependencies (§2.4). While writing this

review, I did not come across a language which would exhibit clause-bound wh-fronting (require

fronting in simple clauses but not allow long-distance questions), and it is not a feature/dimension

®Dryer (2013b) says that there are verb-final languages which exhibit a “weak” tendency to place interrogative
phrases at the end of sentences, e.g. Tennet (Nilo-Saharan). I do not include this possibility in the range of my
analyses in Chapters 6—7 although there would be no issue in presenting a symmetric HPSG analysis for this kind
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in e.g. WALS (Dryer, 2013b), although sometimes Russian is described as a language which only
allows long-distance extraction from subjunctive clauses (Antonenko, 2008, inter alia).”
I will consider two dimensions of fronting here: obligatoriness/optionality of fronting and

whether a single question phrase or multiple question phrases are fronted.

2.5.1 Fronting optionality

It is clear that some languages exhibit fronting and others do not (languages which do not allow
fronting will be discussed later in §2.5.5). A separate question is whether, in languages which do
exhibit fronting, such fronting can be optional.® In some languages (like English), there is clearly
obligatory fronting of one question phrase, at least to form prototypical (not echo) questions (19a)-
(19¢); in others, question words may appear both fronted or in the normal argument position

(20a)-(20b).°

(20) a. I'me 1B paboraeun?
Gde ty rabotaesh?
where 2SG work.2SG.PRES
‘Where do you work?’ [rus]

b. Tel rpe paGortaeuin?
Ty gde rabotaesh?
2sG where work.2SG.PRES
‘Where do you work?’ [rus]
In syntactic literature, it has been argued that in fact there is multiple movement in such

cases and that the subject of the clause also moves (Boskovi¢, 2002; Stjepanovic, 2000; MiSmas,

2015, inter alia). However a theoretical notion of optional fronting also exists (Sabel, 2003).

of inverse fronting; it would simply involve a phrase structure rule with a different constituent order.

"There is a notion of clause-intenal wh-movement (Aldridge, 2010, inter alia) but that seems different from the
discussion of the surface word order that I am concerned with here.

8In the classic syntactic typology by Rudin (1988), languages are classified into four types: (1) obligatory single
fronting, (2) in situ, (3) optional fronting, and (4) obligatory multiple fronting. This typology can be applied here
if it is taken separately from the specific syntactic formalism in which it is couched.

%(20b) is absolutely fine as a prototypical constituent question, not an echo question. In fact, intuitively it seems
to me that it is a more common way of asking where someone works than (20a).
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Typological work (Dryer, 2013b) has identified the following distribution of how question phrases
can be positioned in the sentence (Table 2.1): Although Table 2.1 uses phrasing which could be

Position of question phrases Num. of languages
Obligatorily initial 264
Not obligatorily initial 615
Mixed, some obligatorily initial, some not (depending on type of phrase) 23

Table 2.1: Question phrase positioning across languages (Dryer, 2013b)

interpreted as if most languages had optional fronting, as a matter of fact the second row in the
table corresponds to languages usually classified as in sifu in syntactic literature. Specifically,

Dryer (2013b) defines the phenomenon as follows: '

“In other languages, interrogative phrases do not obligatorily occur at the beginning
of the sentence, and occur naturally in other positions in the sentence, most often in

whatever position is natural for the corresponding noninterrogative phrase.”

It seems like this classification does not necessarily exclude optionally fronting languages from
the second row but rather points out that in sifu is the most common possibility unless fronting is
obligatory. Last but not least, Dryer (2013b) clearly states (not in relation with the second row)
that there are languages where fronting is truly optional.

In Malagasy ([mlg]; Austronesian), a V-initial language, question phrases are in the left pe-
riphery but they are also marked for focus, and non-question phrases which are marked for focus
are in the left periphery, too (21)—~(22).

(21) amin=inona no manasa lamba Rasoa

with=what FOC wash clothes Rasoa
‘With what did Rasoa wash the clothes?’ [mlg] (Dryer, 2013b; Keenan and Li, 1976)

(22) amin=ity savony ity no manasa lamba Rasoa
with =this soap this FOC wash clothes Rasoa
‘It is with this soap that Rasoa is washing the clothes.” [mlg] (Dryer, 2013b; Keenan and

10Accessed online on March 13 2021 https://wals.info/chapter/93.
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Li, 1976)

Malagasy would be considered an in situ language by analyses which assume a special operation
for wh movement (Potsdam, 2004; Sabel, 2003); however, if fronting is analyzed as a more general
phenomenon (e.g. one that can be observed with respect to both interrogative and non-interrogative
constructions), then Malagasy can be seen as a fronting language. In my dissertation, I do not
work directly with Malagasy data but a language like it should probably be modeled as fronting
under my analysis.!!

In some languages, question phrases appear in a focus position which itself can be preceded
by any number of topic constituents, like in Hungarian ([hun]; Uralic) (23).

(23) Janos ki-t hiv-ott fel?

Janos.NOM who-AcCC call-PAST.3SG VM
‘Who did Janos call?’ [hun] (Mycock, 2006, p.208)

Examples like (23) resemble the Russian example (20b).

2.5.2 Multiple question phrase fronting

As for the number of things which can not only be asked about in one sentence but which can also
form long-distance dependencies, in many languages exactly one question phrase can be fronted.
English is one example (24a)-(24b) although this is certainly not an Indo-European phenomenon
and such languages are found in Tungusic, Pama-Nyungan, Wakashan, and many other families

Dryer (2013b).

(24) a. Who saw what? [eng]
b. *Who what saw? [eng]

In some languages, perhaps most famously Slavic (Wachowicz, 1974; Rudin, 1988; Citko, 1998,

inter alia), more than one question word may be fronted (25).

"'"The goal of such an exercise would be to see what the area of applicability of such an analysis is, like what is
described in Chapter 8.
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(25) Kro 4TO Buzen?
Kto chto videl?
Who.NOM what.ACC see.PST.3SG
‘Who saw what?’ [rus]

There may be preferences about the order of fronted elements, and in Russian, (26) usually
sounds better than (27), and (28) almost always sounds better than (29) (animacy is a factor, as
summarized in e.g. Fanselow et al. 2011). In Bulgarian, the order of question phrases in sentences
expressing three questions is more free than the order in sentences expressing two questions
(Boskovié, 1997; Citko, 1998). There are also limitations on extracting from the embedded clause
as well as from the main clause, exemplified in (30), although according to Rudin (1988), in

Romanian ([ron]; Indo-European) such extraction is possible (31).

(26) Kro KOT0 BHICTT?
Kto kogo videl?
who.NOM who.ACC see.PAST.SG
‘Who saw whom?’ [rus]

(27) Koro KTO Bujaen?
Kogo  kto videl?
who.ACC who.NOM see.PAST.SG
‘Who saw whom?’ [rus]

(28) Ko 4TO BUjEN?
Kto chto videl?
who.NOM what.ACC see.PAST.SG
‘Who saw what?’ [rus]

(29) ?Yto KTO BHuzen?
Chto kto videl?
what.ACC who.NOM see.PAST.SG
‘Who saw what?’ [rus]

12Consider a scenario: You are a suspect in a murder investigation. I am your lawyer and we are discussing your
defense. Now, it looks like maybe you told detective Poirot that you saw a tall person but you told detective
Maigret that you saw an average height person at the site of the murder. I need to establish very clearly, which
detective has which information: did you actually tell Poirot that you saw a tall person and Maigret that you saw
an average height person, or vice versa?
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(30) ??Komy uTtO Tbl CKa3all (uTt0) TBI BUAEN?
??Komu chto ty skazal (chto) ty  videl?
who.DAT what.ACC 2SG tell.2SG.PAST (that) 2SG see.PAST.SG

Intended:*“?Who did you tell that you saw what?”!?

(31) Cine ce ziceai [ca isi inchipuie [¢d ai descoperit]]?
who what say.PAST.2s that to himself imagines that have-2s discovered
‘Who did you say imagines you discovered what?’ [ron] (Rudin, 1988)

Przepidrkowski (1998) is of the opinion that the discussion of restrictions on the order of multiple

fronting largely amounts to the discussion of superiority effects (§2.5.3).

2.5.3 Constraints on extraction: Superiority effects, Island constraints, and pied-piping

Syntacticians have long observed that some things front more easily than others. Such constraints
on extraction/fronting seem to have to do with the order in which things tend to front and with the

internal structure of the phrase to which the question phrase is linked as an argument or adjunct.

Superiority effects

In English, in many cases, if both the subject and the object of the verb are replaced with question

words, only the one asking about the subject can be fronted:

(32) a. Who read what? [eng]
b. *What did who read? [eng]

This was explained by Chomsky (1973) in terms of Logical Form movement and called the Supe-
riority Condition. Much syntactic literature attempted to explain the so-called superiority effects
in purely syntactic terms, insisting that a theory of syntax must account for them. However, it has

also been observed that superiority effects do not always hold:

(33) a. Which man did you persuade to read which book?
b. Which book did you persuade which man to read? [eng] (Pesetsky, 1987, p.106)

(34) a. Mary asked which man read which book.
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b. Mary asked which book which man read. [eng] (Pesetsky, 1987, p.106)

Pesetsky (1987) suggests that the difference between the which-phrases and the “normal”
usages of who and what is that which-phrases are “linked to discourse” (D-linked), perhaps another
way of saying what Idiatov (2007) refers to as “selective” (vs. “nonselective”) question words.
With which, the range of felicitous answers is more limited than with what. Ginzburg and Sag
(2000, p.248) note that, while there is clearly some presuppositional difference between which
and who/what phrases, both can be used for the same purposes (independently, functionally, and
to reprise) and furthermore, the condition for felicity of which-phrases is orthogonal to the study
of interrogatives, as fixing of the domain is required for full comprehension of any utterance. In
particular, they note that it is implausible to suggest that in uttering (35), the speaker has in mind

a range of answers any more specific than when any of the examples in (36) are uttered.

(35) Idon’t know anything about cars. Do you have any suggestions about which car, if any,

I should buy when I get a raise? [eng] (Ginzburg and Sag, 2000, p.248)

(36) a. I don’t know anything about cars. Do you have any suggestions about what car, if

any, I should buy when I get a raise?

b. I don’t know anything about cars. Do you have any suggestions about what, if any-
thing, I should buy when I get a raise?

c. I don’t know anything about cars. Do you have any suggestions about how many

(cars), if any, I should buy when I get a raise? [eng] (Ginzburg and Sag, 2000, p.248)

Furthermore, Bolinger (1978) argues that it should be possible to contextualize almost any example

(with very heavy stress assumed on the wh-words):

(37) a. ?I know what just about everybody was asked to do, but what did who actually do?

b. I know that we need to install transistor A, transistor B, and transistor C, and I know
that these three holes are for transistors, but I’ll be damned if I can figure out from

the instructions where what goes! [eng] (Bolinger, 1978)
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There are also exceptions to superiority effects which appear more arbitrary (Falk, 2012):

(38) a. Where did you do what? [eng]
b. What did you do where? [eng]

Mycock (2006) as well as before that Ginzburg and Sag (2000) argue that superiority effects
should be explained in terms of pragmatics and processing. Pragmatics plays a role accounting
for examples like (37a), when properly contextualized. Falk (2012) agrees that processing plays a
role but thinks that the effects probably are partially syntactic, still; Falk (2012) agrees also with
Boskovi¢ (2002) in that the which-phrases, being not completely novel, are not completely focal.
I do not offer an analysis of superiority effects in this dissertation, both because of time and space
constraints, given the typological breadth of the work,'? and because the literature argues that this

phenomenon might not be purely syntactic.

Island constraints

Extraction islands (Ross, 1967) is a term for certain constraints on how far away the displaced
argument or adjunct can appear from its normal position. In Ross’s (1967, p.iii) own words, an
island is “the maximal domain of applicability of all rules of a specified type.” Various types
of islands have been identified in the literature, starting from Ross (1967), among them so-called
adjunct, wh-, subject, left branch, coordinate structure, complex noun phrase, and non-bridge-verb
islands. I will not talk about all of them here; example (39b) illustrates an adjunct island, meaning

that what (referring to a book) would have to be extracted from an adjunct without reading X:

(39) a. He criticized Chomsky without reading Aspects. [eng]

b. *What did he criticize Chomsky without reading? [eng] (Borsley, 2014, p.218)

An analysis of island constraints is not in the scope of this work though I do not argue that they

should not or could not be analyzed syntactically.

B3The depth to which I worked with Russian (§8.3.2) would warrant modeling superiority effects, however in
Russian they are not exhibited strongly (Rudin, 1988). This is an example of how the choice of an illustrative
language (§5.2) influences the resulting analysis.



Pied-piping

Pied-piping (Ross, 1967) refers to constraints where a non-wh-word can or must be fronted along
with a wh-word. For example, a wh-determiner can optionally or obligatorily be extracted along
with other, non-question words, such as nouns or adpositions. In some languages, for example

in English, pied-piping of nouns is obligatory (40b) while pied-piping of adpositions is optional

(41a)-(41b).1

(40)

(41)

In other languages, for example in Russian, pied-piping of nouns is optional (42a)—(42b) while

a.

b.

a.

b.

Which book did you read? [eng]
*Which did you read book? [eng]
With what did you reach for the bag? [eng]

What did you reach for the bag with? [eng]

pied-piping of adpositions is obligatory (42b)—(42c).

(42)

a.

B xakoit ropog Hsan npuexain?

V kakoi gorod Ivan priehal?

in which.Acc city.Acc Ivan.NOM arrive.PAST.SG
‘In which city did Ivan arrive?’ [rus]

B kakoit WBan npuexan ropoa?
V kakoi Ivan priehal gorod?
in which.Acc Ivan.NOM arrive.PAST.SG city.ACC
‘In which city did Ivan arrive?’ [rus]

*Kakoii  MBan npuexan ropog  B?
*Kakoi Ivan priehal gorod  v?
which.Acc Ivan.NOM arrive.PAST.SG city.ACC in
Intended: ‘In which city did Ivan arrive?’ [rus]

2.5.4 Subject-auxiliary inversion

Subject-auxiliary inversion is characteristic of English polar questions (43a)-(43b) and constituent

questions which are not about subjects (44a)-(44c).

4Ross (1967) called left-branch extraction what I call optional pied-piping.
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(43) a. Did Kim arrive? [eng]
b. *Kim arrived? [eng]

(44) a. What did Kim see? [eng]
b. *What Kim saw? [eng]

c. Who arrived? [eng]

Because this phenomenon is characteristic of English, theories of grammar usually make sure they
cover it; however in the typological context, it is less prominent. Dryer (2013a) lists 13 languages
with “interrogative word order” in polar questions; of these most are Germanic and most involve
subject-verb inversion. Subject-auxiliary inversion in constituent questions seems even rarer (I

did not find a typological study focused on it).

2.5.5 “Insitu” languages

Languages which do not employ the fronting strategy to mark constituent questions are sometimes
called the in situ languages in the mainstream, syntactic literature, meaning the question phrase
does not move and stays in its place. For example, in Sogdian ([sog]; Indo-European), an SOV
language, the question word is in the same position where the non-question object would be (45).1
(45) tayu peernamstar cu  oktya kBaare?
2SG before what deed do.PRET.2SG
‘What was it that you did before?’ [sog] (Ho6lzl, 2018, p.149)
Long-distance questions can be formed without any fronting, as illustrated by the Japanese ([jpn];
Japonic) example (46).
(46) Mary-wa John-ga nani-o yonda to itta-no

mary-TOP john-NOM what-ACC read.PST that say-Q
‘What did Mary say that John read?’ [jpn] (Pesetsky, 1987, p. 109)

In situ questions are sometimes additionally marked by intonation or sometimes with a question

5By using this term in this dissertation, I do not suggest that fronting is the most common strategy to form questions
or that it somehow more “natural” than other strategies.
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particle, like in Japanese (47), with some literature arguing for a correlation between question

particles and in situ languages (Cheng, 1997).16

(47) John-wa nani-o yonda-no?
John-NOM what-ACC read.PST-Q
‘What did John read?’ [jpn](Pesetsky, 1987, p.109)

2.6 Question particles

Most languages have question particles of some sort (Bruening, 2007). In Russian, the question

particle can be used in a polar question (48a) but not in a constituent question (48b).

(48) a. HMman JIA TTUIIET JvccepTanuio?
Ivan li pishet dissertatsiju?
Ivan.NOM Q write.3SG.PRES dissertation.ACC
‘Is it Ivan who writes the dissertation?’ [rus]

b. *Kro JIA MHIIET auccepTanuio?
*Kto li pishet dissertatsiju?
who.NOM Q write.3SG.PRES dissertation.ACC
Intended: ‘“Who writes the dissertation?’ [rus]

At the same time, a focus particle ace, not unique to questions, is possible in constituent questions
and must come directly after the question word (second position). When the particle is present,
the question word is fronted. Furthermore, with this particle, the order of fronted wh-phrases
appears to be freer than without it:
(49) a. Kro KOTO Korja Bujen?
Kto kogo kogda videl?

who.NOM who.AccC when see.PST.SG
‘Who saw whom, and when?’ [rus]

b. ?Korma xto KOTO BHEI?
?Kogda kto kogo videl?
when who.NOM who.ACC see.PST.SG
‘Who saw whom, and when?’ [rus]

16But Bruening (2007) disagrees with that.
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c. Korma ke xT10 KOTO BUJICII?
Kogda zhe kto kogo videl?
when FOC who.NOM who.ACC see.PST.SG
‘And when is it, and who is it that saw whom?’ [rus]
According to Miyagawa (1987), Japanese presents a case where a particle can be used in an
embedded question (50) but not in a main clause question (51):
(50) Boku wa [dare ga kuru ka] sitteru

| TOP who NOM come.FUT Q know
‘I know who will come.” [jpn] (Miyagawa, 1987)

(51) *Dare ga kuru ka?
who NOM come.FUT Q
Intended: ‘Who will come?’ [jpn] (Miyagawa, 1987)
In some languages, for example in Tlingit ([tli]; Dene-Yenisean), the question particle must
follow not the wh-word but the entire NP or PP that the wh-word is part of (52).
(52) waa kwligeyi  xdatsai tuwdaa sigdo?
how is.it.big.REL fish Q your spirit is.it.glad
‘How big of a fish do you want?’ [tli] (Cable, 2010, p.7)
For the purposes of this dissertation, it is important to note that question particles can be
optional, obligatory, or impossible in constituent questions; that the same particles may or may
not be used in polar and constituent questions; and finally that a particle can be clause-initial,

clause-final, or second position.
2.7 Scope marking

In some languages, a question phrase in the matrix clause marks the scope of another question

element in the embedded clause, e.g. in Passamaquoddy ([pqm]; Algic) (53).
(53) Keq kt-itom-ups [tayuwe apc  k-tol-i malsanikuwam-ok]?
what 2-say-DUB when  again 2-there-go store-LOC

‘When did you say you’re going to go to the store?’ [pgm] (Bruening, 2006)

This is often called ‘wh-scope marking’ (Riemsdijk, 1982). Stepanov (2000) finds an exemplar of
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this in Russian (among other languages), where a felicitous answer to (54) is one to the embedded
question, the matrix question being merely rhetorical semantically.
(54) Kak BBl cumTaete, YyTO OpPOYUTAIA  CTYIEHTHI?

Kak vy schitaete, chto prochitali studenty?
how 2PL presume.2PL.PRES what.ACC read.3PL.PAST student.PL.NOM

‘What do you think the students read?’
Lit: “How do you think, what did students read?’ [rus] (Stepanov, 2000)

2.8 Morphological marking

In morphologically rich languages, for example from the Uralic family and the many isolates
scattered across Siberia, there is a special interrogative paradigm that is used to form questions,
as illustrated by example (55) from Yukaghir ([yux]; Isolate).
(55) qodo I?e-t-ok
how be-FUT-ITRG.IPL
‘What shall we do?’ [yux] (Hagege, 2008, p. 9)
In Central Alaskan Yupik ([esu]; Eskimo-Aleut), subject marking on the verb in interrogative
sentences is in complementary distribution with the morphemes which appear in declarative
mood (56):
(56) a. nuk’aq tekit-uk

PN.ABS.SG arrive-3SG.IND
Nuk’aq arrived. [esu] (Holzl, 2018, p.132)

b. ki-na tekit-a-0
who-ABS.SG arrive-3Q-3SG.Q
‘Who arrived?’ [esu] (Holzl, 2018, p.132)
This may sometimes be referred to as interrogative mood, particularly in Russian literature on
Uralic and Eskimo-Aleut languages (Malchukov and Xrakovskij, 2015) but also in some Western
literature (Holzl, 2018).
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2.9 Serial verbs and bound roots

Serial verbs and bound roots (57)—(59) play a role in forming constituent questions in some lan-
guages, for example in Abui ([abz]; Trans-New Guinea). This does not seem to be addressed
much in the literature dedicated to constituent questions specifically, but rather is evident from
particular descriptive grammars.

(57) te wi-r=te a enra?

where be.like.MD.CPL.-reach =INCP.C 2SG cry.CNT
‘Why do you cry?’, lit.. Where does it make so that you cry? [abz] (Kratochvil, 2016)

(58) kaai te wi-d-a hu he-1 rui nee
dog where be.like.MD.CPL-hold-DUR SPC 311.LOC-give rat eat
‘What kind of dog did eat the rat?’ [abz] (Kratochvil, 2016)

(59) ma e-d-o a te=ng yaar-i?
be.PRX 2SG.LOC-hold-PNCT 2SG where =see go.CPL-PFV
‘Well, you, where did you go?’ [abz] (Kratochvil, 2016)

In Abui, verbs like wi-d-a are a closed class, and in particular, wi is a bound form. These do
not resemble special interrogative verbs (§2.10) as they require a separate wh-word. Verbs like
ng are also a closed class and most of them are also bound roots, and they also are not special
interrogative items. In particular, ng can encode direction, so, the question word fe (where)

combines with the generic root ng when the direction is questioned, like in (59).

2.10 Interrogative verbs

Hagege (2008) defines ‘interrogative verbs’ as words which function as the main or secondary
predicate in the sentence and at the same time question the state of affairs denoted by the predicate.
Hagege (2008) clarifies that interrogative verbs do not question their arguments but again, the very
state of affairs that they themselves denote.

Interrogative verbs are found in Chukchi ([ckt]; Chukotko-Kamchatkan) according to Dunn
(1999) and Mackenzie (2009), inter alia, and, according to Hagege (2008), in a number of other

languages, such as Mandarin Chinese ([cmn]; Sino-Tibetan), Tiri ([cir]; Astronesian), Lavukaleve
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([lvk]; Papuan), Comox ([coo]; Salishan), among others. Do.what is a common way of glossing
an interrogative verb (60)-(61); others include be.what, be.where, say.what, go.where (62)-(65).
(60) req-arken-om igirkej  go-nin  ekok?

do.what-PROG-EMPH right.now 2SG-POS son-ABS
‘What is your son doing right now?’ [ckt] (Mackenzie, 2009, p. 1147)

(61) ni za  ganma?
28G PROG do.what
‘What are you doing?’ [cmn] (Hagege, 2008, p. 2)

(62) ke tro?
2SG be.what
‘What is the matter with you?’ [cir] (Hagege, 2008, p. 5)

(63) vasia-m oina?
be.where-SG.M SEMIACT.MED.SG.M
‘Where is he?’ [Ivk] (Hagege, 2008, p. 5)

(64) ?elenot-Cxw?
say.what.PROG-SG.S
‘What are you saying?’ [coo] (Hagege, 2008, p. 5)

(65) cem-Sen-0?
go.where.PST-foot-3SG.S
‘Where did he walk to?” [coo] (Hagege, 2008, p. 5)

Interrogative verbs do not seem to involve incorporation, at least not synchronically. Although
the degree to which they are morphologically analyzable is variable (Hagege, 2008), many inter-

rogative verb stems are very simple.

2.11 Summary

Languages form constituent questions using lexical, morphological, and syntactic means. On
the lexical level, most languages employ special question words (like wh-words in English). On
the morphological level, some languages employ special verbal morphemes to indicate that the

event is being questioned, as well as whole special inflectional paradigms for verbs. Finally,
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it is common for constituent questions to have special syntax. Question phrase and question
word fronting is common, and the fronting can be obligatory or optional, sometimes with what
is called ‘pied-piping’, when it can be required that noun phrases and/or adpositions front along
with the question words. Some languages use serial verb constructions and bound roots to form
constituent questions. Second-position clitics attaching to question words or question phrases and
generally words that are often referred to as ‘question particles’ are also a common device. Finally,
sometimes there is no special syntax associated with the question, in which case intonation or just
the question word become the main device to convey the interrogative meaning. It is normal to ask
more than one thing in one sentence, in which case there will typically be more than one question
word or phrase; however, some languages disallow multiple questions in one sentence, which
may have to do with information structure (specifically, focus) constraints in these languages.
Constituent questions seem to be closely tied to focus, and it is common to say that, for instance,
question phrases are always in focus, however there is not a 100% consensus in the literature
on this point. Wh-arguments of embedded verbs can form matrix questions while maintaining a
long-distance dependency with the embedded verb. A subset of these phenomena are analyzed in
this dissertation in the HPSG formalism; that is presented in Chapter 6. The next chapter gives

some necessary background for those not familiar with the framework.



31

Chapter 3
BACKGROUND

The goal of this chapter is to provide the necessary background information for my dissertation.
This includes an overview of the specific framework that I use, including the Head-Driven Phrase
Structure Grammar formalism (§3.1) and the particular version of it, DELPH-IN JRF (§3.2);
various software solutions which made my work possible (§3.3); and finally the Grammar Matrix
project to which the implementation part of my dissertation serves as a component (§3.4). As for
the HPSG theory and the DELPH-IN formalism, although in the subsequent chapters the focus
will be on the aspects which are relevant to constituent questions, particularly nonlocal features
and lists, I provide all the basics here which I thought were necessary for a reader not familiar

with HPSG.
3.1 Head-driven Phrase Structure Grammar

In my dissertation, I work with the Head-driven Phrase Structure Grammar formalism (Pollard
and Sag, 1994), specifically with its DELPH-IN variant which was developed with practical issues
in mind (§3.2). Head-driven Phrase Structure Grammar (HPSG) is an explicit syntactic formalism
first introduced by Pollard and Sag (1994) and used, also first by them, for a theory of syntax. The
theory itself is also often referred to as HPSG. As explained in Chapter 1, a number of theories can
be posited using the formalism, and there are in fact different versions of the HPSG theory. The
Grammar Matrix uses one version, while the CoreGram project (Miiller, 2015) uses another, for
example.! HPSG is a constraint unification formalism which relies on a hierarchy of types and on
several principles having to do with structure sharing. In constraint unification (Carpenter, 2005),

variables may be constrained to have a particular value or to be equal to the value of another

!CoreGram assumes certain operations to be native to the grammar which the Grammar Matrix does not.
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variable. Constraints can be relational, meaning a variable may be constrained to be the result of
an operation over some other variables.

As a simplified example, consider a tree of feature structures representing an HPSG parse
for the English sentence (66).”> The feature structures in the tree are visualized as attribute-value
matrices (AVMs). This tree includes only selected feature-value pairs and substructure sharing
tags ([0] etc.), to illustrate the particular role of each node in the tree that I would like to emphasize

here.

(66) The cat sleeps. [eng]

2This tree is a simplified version of a tree produced by a grammar of English output by the Grammar Matrix. In
particular, I only show the features HEAD, SPR, SUBJ, COMPS, and PNG, with only NUM and PER within the latter
(in reality, there is also GEN).
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(67) Ssubj-head
HEAD verb
SPR ()
SUBJ ()
COMPS ()
Pspec—head VP e rule
HEAD noun [HEAD verb
SPR () SPR
PER 3 PER 3
PNG
@{NUM sg] SUBI HPNG @{NUM sg”
T [COMPS ()
Dlex—entry Nlex—rule ‘
[HEAD det| [HEAD noun VPiexeniry
; SPR - (2) [HEAD verb
1
e PNG PER 3
NUM sg PER 3
. ‘ SUBJ PNG @{NUM Sgﬂ
lex-entry _ COMPS <>
HEAD noun ‘
SPR  ([HEAD der]) sleeps
PER 3
PNG @{NUM sg]
cat

The tree (67) illustrates several properties of HPSG which are crucial to understanding HPSG in
general and by extension the framework in which my dissertation is situated. In addition to the
general concept of constraint unification (Carpenter, 2005) introduced above, these properties are:
(i) lexicalism; (ii) headedness (in particular, the Head Feature Principle); (iii) structure sharing
(aka identities, re-entrancies); (iv) feature-value pairs; (v) types; (vi) lexical entries; (vii) lexical
rules; (viii) phrase structure rules.

Consider the tree (67) bottom-up. Suppose that the terminal nodes in the tree (corresponding to

the, cat, and sleep) are provided by some lexicon. The lexical entries in that lexicon are instances
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of lexical types and specify the syntactic category of each word (such as noun or verb) and what
arguments they require, if any. For example, the intransitive verb sleep requires exactly zero
complements and one subject element, furthermore, it requires a noun subject. The noun cat has
a PNG feature which in turn has PER and NUM features appropriate for it, the values of which in
this particular lexical entry are specified to be PER 3 at the lexical entry level, NUM underspecified
to just number in the lexical type to which the lexical entry belongs (68), and further specified to
NUM sg after a lexical rule (69) applies. The SYNSEM feature in the lexical rule is the mother
of the unary rule; the DTR feature is the daughter.> Note that while the NUM value is identified
between the mother and the daughter in the lexical rule, a lexical entry like (68) can unify with
the daughter because its own value is underspecified. In the fully specified tree (67), the NUM has
already been identified with the mother’s of the lexical rule (same with the SUBJ identity between
the verb’s lexical entry node and the verb’s lexical rule node). Something that is not a noun
however would not be able to go through the lexical rule because that would violate the HEAD
constraint. Lexical entries in HPSG determine many of the syntactic properties of the grammar;

HPSG is a lexicalist theory.

(68) [noun-lex

HEAD noun
PER 3
PNG NUM number]

SPR (HEAD der]) _

(69) [sg-lex-rule

[ORTH [0]
SYNSEM |HEAD noun
|[PNG|NUM [ilsg |

[ORTH [0]
DTR HEAD noun
|[PNG | NUM

All types in the grammar are part of some type hierarchy which presumably has other types,

3This lexical rule does not have an overt grammatical marking (these are sometimes called “zero-marking” rules);
a lexical rule for plural marking would add the affix s to the orthography.
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like pl, for example. There must be the most general type in the hierarchy, which in the Matrix

is just called *fop*. A toy portion of such a type hierarchy is presented in (70).

(70) png

T

number person

SN TN

pl sg I 2 3

What is important here is that each type is specified to have features appropriate for it, and each
subtype of a type may set the values for those features. At the same time, types themselves may
be feature values. HPSG relies on the notion of type hierarchy for compactness, elegance, and
scalability.

Next consider how feature-value pairs get propagated in the tree. In theoretical HPSG, a small
number of general principles is assumed, and one of the most important ones is the Head Feature
Principle. It stipulates that feature-value pairs that are appropriate for the feature HEAD in any
structure, as well as the type of the value of HEAD, are shared between the mother node and the
designated head daughter node. If there is more than one daughter node and the rule is a headed
one, the grammar needs to indicate which one is the head daughter. In (67), the HEAD category is
propagated because the Head Feature Principle is implemented in the grammar (see also §4.2.1).
Other information is propagated because the particular phrase structure or lexical rules are defined
specifically to do that; for example, the head-specifier rule identifies the non-head daughter with
the sole element on the SPR list of the head daughter (67), etc. This is called structure sharing.

Structure sharing means some parts of the structure are the same. Any feature structure can be
visualized also as a graph (see Pollard and Sag 1994, p. 16-17), and indeed in the implementations,
they are literally stored as graph data structures. The identity tags in the AVM will be reentrancies
in the graph, meaning the arcs will converge in the exact same place. In other words, in (67) the
subject of the head daughter and the entire non-head daughter are not only similar (identical);
they are literally the same structure. This is how HPSG phrase structure rules give rise to specific

structures, e.g. how verbs become associated with specific arguments, etc.
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The notion of structure-sharing is closely related to the notion of constraint unification gener-
ally, and to unification failure, which is the mechanism which leads to HPSG grammars rejecting
ungrammatical input, or in other words not generating ungrammatical strings. Suppose that the
same HPSG grammar licensing sentence (66) by assigning it the structure (67) is given the sen-

tence (71) as input instead.
(71) *The cats sleeps. [eng]

Because in order to become cats, the lexical entry cat had to go through a lexical rule which
specifies its previously underspecified value to pl, now if we attempt to use the head-subject rule
to license (71), we will fail because there will be a unification failure between the verb’s expected

subject’s PNG value and the one specified for the noun phrase (72).



37

(72) * Ssubj-head
HEAD verb
SPR ()
SUBJ ()
COMPS ()
mNPspec—head—phmse VPiex-rute
HEAD noun [HEAD  verb
SPR () SPR - ()
_|PER 3 PER 3
PNG [0 i [0]
[NUM pl] SUBJ <m [PNG 0] [NUM 55”
T |COMPS ()
Dlex—em‘ry Niex-rute ‘
[HEAD det] HEAD noun VP
lex-entry
‘ SPR <>PER P [HEAD verb
SPR
the PNG @[NUM pl] ) .
‘ SUBJ < [PNG @[NUM sg”>
Nlex-entry 'COMPS ( )
HEAD noun ‘
SPR  ([HEAD der]) sleeps
PER 3
OPNG [NUM pl]
cats

One last thing about the HPSG formalism that is important for understanding my dissertation
is the notion of list, presented in tree (67) as values for SPR, SUBJ, and COMPS (specifier, subject,
and complement lists). Lists are a type in the type hierarchy, just like everything else. They are
convenient for modeling different parts of grammar, most notably the notion of children of a node

in the tree, and also arguments (e.g. of a verb).

4www.delph-in.net, https://github.com/delph-in/
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3.2 DELPH-IN

DELPH-IN (DEep Linguistic Processing with Hpsg INitiative)* is an international consortium of
researchers who are interested in engineering grammars using HPSG. Specifically, HPSG is a
framework which includes a formalism which is both plausible and interesting theoretically and
explicit enough to be implemented on the computer. Furthermore, the DELPH-IN Joint Reference
Formalism (JRF; Copestake, 2000) is an HPSG formalism restricted to rely on only unification as a
native operation, without relational constraints such as list reordering or counting. This feature
of DELPH-IN JRF allows for relatively fast parsing and makes it possible to deploy DELPH-IN
grammars for practical applications.

DELPH-IN JRF encodes HPSG feature structures as machine- but also still human-readable
text. For example, (73) shows a definition for the type sign in JRF, including all the types it
inherits from (:=), while (74) shows the corresponding AVM visualization of a fully expanded
sign, including all the inherited features.” Note how features that are appropriate for sign-min and
basic-sign are actually part of sign and how JRF allows for a compact definition.

(73) sign := basic-sign &
[ SYNSEM synsem,

ARGS list,
INFLECTED inflected ].

basic-sign := sign-min &
[ KEY-ARG bool ].

sign-min := avm &
[ STEM list ].

(74) [sign

STEM list
KEY-ARG  bool
SYNSEM synsem
ARGS list

| INFLECTED inflected |

>The AVM is intended to show what sign looks like when it is inspected in an implemented grammar. Of course
the AVM notation can itself be used to show only selected features and constraints, as I just did in (72) above.
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Sign is a very general type from which many types inherit in the same way it itself inherits
constraints from basic-sign.

Another important notion is that of a root condition. In the Grammar Matrix hierarchy, root
is a type like everything else (75). The purpose of root is to declare constraints corresponding
to a complete, well-formed sentence. The parser program checks the root condition after finding
all possible structures that span the input string, and returns only those structures which satisfy
the root constraints.® The set of constraints for root (75) is essentially saying that, in order to be
considered a complete sentence, the structure must have empty valence lists (in other words, the
structure must have the subject and and object(s) realized), must not be a coordinand (e.g. start
with and), must have a main clause (MC), and must not have any unrealized gaps in it (see §4.1.1

for the discussion about gaps and nonlocal features).

(75) [ root
SUBJ O]
LOCAL CAT VAL [COMPS (>]
SYNSEM MC +
COORD -
|INON-LOCAL non-local-none

The root structure will come into play in some of my analysis in Chapter 6.

Finally, constraint unification in DELPH-IN is defined in the context of the “closed world”
type hierarchy assumption. This means that, in order for any two types to unify, there must be a
single (unique) type in the hierarchy which represents their combination (Copestake, 2002, p.42).
It will be helpful for the reader to know this in order to interpret some of the type hierarchies that
I will present in later chapters. For now, I offer a toy example from Copestake (2002, p.42); note
how, it is possible to conclude from (76) that if something is of type vertebrate and also of type

swimmer, then in this particular world, it must be a fish (though we do not know whether it is a

cod or a guppy).

®In general parsing (e.g. parsing of programming languages), the Start symbol is somewhat similar to root.
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(76) *op*

animal

N

flyer  swimmer  invertebrate  vertebrate

P

bee fish

/N

cod  guppy

This is because fish is the unique greatest common descendant, or unique greatest lower bound
(GLB) for both vertebrate and swimmer. Without GLBs, the unification operation is not well-
defined, as it is not guaranteed to yield a unique result. But looking at it from another angle, two

types are said to unify if they have a GLB in the given type hierarchy.

3.2.1 Lists in DELPH-IN JRF

Projects implemented in DELPH-IN JRF such as the Grammar Matrix (§3.4) use several list-
valued features, such as SPR, SUBJ, COMPS, and some other. The type [list is defined recursively
as having features FIRST and REST, where the feature REST is itself list-valued.

Conceptually, the type list has two subtypes representing a nonempty list and an empty list.
The nonempty list type has the two aforementioned features, where FIRST holds the first element
of the list (which can be of any type), and REST holds the rest of the list. This allows a list
to be specified recursively, following the REST feature multiple (0 or more) times, eventually
terminating in an empty list. Note here that, because a list terminates with an empty list, it cannot
be extended further.

The actual Grammar Matrix type hierarchy for lists is presented in (77).
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(77) list
0-1-list
cons
FIRST *top* RS

REST list |, .. null
‘ []-lzst

REST null
1-plus-list
REST cons

The hierarchy shows that there are several kinds of lists available: a nonempty list (cons), an
empty list (null), a list of length exactly 1 (/-list), a list of length 0 or 1 (0-1-list), and a list of
length 1 or more (/-plus-list). Of these list subtypes, some unify with each other and some do not,
according to the definition of unification given above: two types can unify if they have a unique
common descendant. For example, cons and 0-1-list unify as I-list; null and [-list do not unify
with each other but both unify with their parent. On the other hand, I-/ist unifies with cons but
null does not, etc. It makes sense intuitively that an empty list is incompatible with a nonempty
list; the point here is that in DELPH-IN, that takes the form of a hierarchy as above.

As explained later in §4.1.3, DELPH-IN grammars use special types of lists in cases where the
theory calls for appending lists to each other, including for analyses of long-distance dependencies.
These special lists make it possible to perform the append operation without having this operation
natively defined in the formalism. The clearest motivation for appending to lists in a grammar is
perhaps semantic composition. Assuming the semantics of a sentence is built up piece by piece
along with the syntax tree, lexical entries as well as lexical rules may contribute one or more
semantic predications (see also §3.2.2). This means that the mother node of a phrase structure
rule which combines, for example, the subject and the verb, must have a way of putting lists of
predicates together, which necessitates the append operation. Pertinent to constituent questions,
appending to lists becomes necessary because extracted elements are appended to a list (of a list-
valued HPSG feature) (§6.5.1). DELPH-IN JRF does not define append as a native operation,

and instead defines special types of list. In this dissertation, I use a type of list called append
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list (§3.2.1). Prior to this work, however, another type of list was used in the Grammar Matrix,

namely difference list.

Difference lists

Difference lists in the context of DELPH-IN grammars are structures which embed (wrap) a list
and a pointer to its end (78).”
(78) |diff-list

LIST  [list
LAST list

They were introduced in order to approximate the append operation (a relational constraint).
Append is generally an operation that combines two lists by adding the elements of one to the
other. In DELPH-IN JREF, this is not possible to do because a fully specified lists in DELPH-IN
ends with an empty list; and empty list cannot be appended to, by definition.® Difference lists end
instead with an underspecified /isz, which can be appended to.

With a type definition like (78), it becomes possible to implement a list append via just uni-
fication, by utilizing the LAST feature, as shown in (79) where the general supertype for lexical
rule ensures that values like the semantic relations (RELS) of the mother of the rule are the append
of those of the daughter’s node and the rule’s own C-CONT|RELS value. This means, if a lexical
entry introduces a semantic predication and the lexical rule introduces an additional relation, the
result of applying this lexical rule to this lexical entry will be semantically compositional. Seman-
tic features like RELS (basic semantic relations), HCONS (handle constraints, see §3.2.2), ICONS
(individual constraints, see §4.2.6) all traditionally rely on difference lists in DELPH-IN. So do
features relevant to fronting and extraction (§6.3.1).

For grammar engineers, difference list append is notoriously easy to break when introducing

7 According to Geske and Goltz (2007), the concept of difference lists dates back to the early history of logic
programming. For an exposition related directly to DELPH-IN, see Copestake 2002, §4.3.

$Historically, the append operation was not natively defined in DELPH-IN for a combination of processing effi-
ciency and theoretical parsimony-related reasons, even though Pollard and Sag (1994, p. 21) call append a “nec-
essary” operation for linguistic descriptions.
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new types to the grammar. An example of what an implementation of dl-append looks like in the

general supertype for lexical rule in the Grammar Matrix is given in (79).

(79) 1lex-rule := phrase-or-lexrule & word-or-lexrule &
[ SYNSEM.LOCAL.CONT [ RELS [ LIST #first,
LAST #last 1],
HCONS [ LIST #hfirst,
LAST #hlast ],
ICONS [ LIST #ifirst,
LAST #ilast ] 1,
DTR #dtr & word-or-lexrule &
[ SYNSEM.LOCAL.CONT [ RELS [ LIST #first,
LAST #middle ],
HCONS [ LIST #hfirst,
LAST #hmiddle 1],
ICONS [ LIST #ifirst,
LAST #imiddle ] 1 1,
C-CONT [ RELS [ LIST #middle,
LAST #last ],
HCONS [ LIST #hmiddle,
LAST #hlast 1],
ICONS [ LIST #imiddle,
LAST #ilast ] 1],
ARGS < #dtr > ].

In this case, the lists on the daughter are treated as the first part (from the beginning to the middle)
of the resulting list; the lists on the C-CONT feature, which is the type’s own semantic contribution,
are treated as the second part (from the middle till the end). The result starts at the beginning and
ends at the end. With the middle explicitly specified, this results in a list which is an append of
two lists. The problem with this way of writing an append is that it involves too many lines of
code; as such there is more space to make a mistake and it is more difficult to read the code and
understand what it is doing, thus making it more difficult find mistakes, correct them, or generally
build on the existing type hierarchy.

Furthermore, it is difficult to count elements on a difference list. Guy Emerson explains in

Zamaraeva and Emerson (in press):

“...there is an important but awkward division of labour between a difference list
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and the value of its LIST. The elements of the notional list are to be found in the
value of LIST, but the length of the notional list is implicitly defined by the value
of LAST. Because the length is only implicitly defined, it is not directly accessible,

which means it is even difficult to check if the notional list is empty or nonempty.”

For this reason, the English Resource Grammar (Flickinger, 2000, 2011) constrains SLASH lists
to be of length at most 1:°
(80) |REL 0-1-dlist

QUE  0-1-dlist
SLASH 0-1-dlist

This constraint was inherited by the Grammar Matrix. However, to accommodate multiple wh

fronting, this constraint needs to be taken out, as discussed later in §6.5.1.

Append-lists'®

Emerson (2017) suggested an alternative to difference list appends, called append-lists. Append-
list is a “wrapper” type which includes (““wraps”) normal lists and defines a recursive operation

which results in one list being appended to another (81).

(81) |append-list
LIST [0llist
list

APPEND |\ b END-RESULT [

For a more detailed exposition of how exactly append-list works, see Emerson 2017, 2019,
in prep.; Zamaraeva and Emerson in press. Append-list has a feature APPEND which allows for
what on the surface looks like a simpler and more elegant syntax!! that will also be easier to

maintain, as illustrated by example (82), cf. (79). Below the surface, it actually results in a fairly

90-1-dlist is a subtype of difference list which is defined to be of length 0 or 1. Compare to the lists hierarchy (77);
a similar hierarchy is defined for difference lists.

10Some content of this section was published as Zamaraeva and Emerson (in press).

""The word syntax is used here to mean not a branch of linguistics but rather generally a way to arrange words in
a language, including a programming language.
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complex recursive feature structure. In essence, while difference lists were only an approximation,
append lists are a more complete implementation of a relational constraint without using a native

definition of such a constraint (unification remaining the only native operation implemented in

DELPH-IN JRF).

(82) 1lex-rule := phrase-or-lexrule & word-or-lexrule &
[ SYNSEM.LOCAL.CONT [ RELS.APPEND < #rl, #r2 >,
HCONS.APPEND < #h1, #h2 >,
ICONS.APPEND < #il, #i2 > ],
DTR #dtr & word-or-lexrule &
[ SYNSEM.LOCAL.CONT [ RELS #rl1,
HCONS #h1,
ICONS #i1l ] 1,
C-CONT [ RELS #r2,
HCONS #h2,
ICONS #i2 ],
ARGS < #dtr > 1.

Aguila-Multner and Crysmann (2018) were the first to apply one version of Emerson’s (2017)
proposal, append done directly on lists, to the problem of gender and person agreement for French
coordinated noun phrases. In Zamaraeva and Emerson (in press), we implemented the first analysis
of multiple wh-fronting using append-lists, which is also presented as part of this work (§6.5.1,
§7.11.1).
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TOP ho

INDEX e2
- which_q0:3) _chase_v_1¢4:10) which_q(11:15)
person(0:3) LBL h5| |LBL ht thing(11:15) LBL h10

RELS LBL h4|,| ARGO x3 |,| ARGO e2 |,|LBL h9|,| ARGO X8
ARGO x3| |RSTR hé6 | | ARG1 x3 ARGO x8| | RSTR h11
- BODY h7| | ARG2 x8 BODY h12

HCONS

—

qeq qeq
HARG h11|,|HARG hol|,

qeq
HARG h6
LARG h9 | |LARG h1| |LARG h4

Figure 3.1: MRS representation for the sentence Who chases what?. There are no lexical items in
the MRS, only semantic relations. E.g. the lexical entry for who provides the quantifier which_q
and the noun relation person.

3.2.2  Minimal Recursion Semantics

DELPH-IN JRF incorporates the Minimal Recursion Semantics formalism (MRS; Copestake et al.,
2005). MRS models semantics that is built compositionally in the process of parsing a sentence
consisting of lexical entries and rules which encode certain semantic information such as some-
thing to stand in for the inherent lexical semantics of a word (perhaps _life_n_rel for the word
life); the information structural notions of focus and topic; quantifier scope, etc. MRS also en-
codes the predicate-argument structure. Figure 3.1 shows a sample MRS structure for the English

sentence (83) obtained from the English Resource Grammar.'?

(83) Who chases what? [eng]

The MRS is a meta-language for the description of logical forms. More concretely, an MRS
structure is a structure which contains a bag of elementary predications, which is an unordered
multi-set' of simple semantic structures. In Figure 3.1, the main event is indexed e2 and it

corresponds to the relation _chase_ v_1 which means this is one of the possible senses of the

120btained from ERG 2018 release via http://delph-in.github.io/delphin-viz/demo. The formatting of
the MRSs which I include as figures in this document may differ slightly (in terms of color), depending on which
software was used to obtain them.

13 A multi-set is a set which allows for multiple instances of each of its elements. The difference with lists is that
lists are ordered while in multi-sets, the order does not matter.
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TOP

ARG1/NEQ
[ \ ARG2/NEQ
person which_q _chase_v_1 thing which_q
" RSTR/H % RSTR/H

Figure 3.2: A dependency graph for the English sentence (83).

verb chase. This event predication has four components: the LBL, (the label, needed to construct
a scope tree), the ARGO (the intrinsic argument), the ARG1 (depending on the predicate; e.g. the
agent), and the ARG2 (depending on the predicate; e.g. the theme). The LBL works as a linking
property; the verb’s LBL is linked to the TOP of the graph (see the qeq relation in the HCONS set;
this means the two labels are “equal modulo quantifier”, which is to say they are identified unless
a quantifier intervenes). The verb’s agent is linked via its index x3 to the person relation which
in turn is linked via its LBL to the which_q quantifier’s RSTR (restriction). The verb’s patient
is linked via its index x8 to the ‘thing’ relation which also has a quantifier. Such representations
allow fully scoped forms to be computed by monotonically building this scope-underspecified
form, and it can be converted straightforwardly into a dependency graph, as illustrated in Figure

3.2 (Oepen and Lenning, 2006; Copestake, 2009).14

Interim summary

This concludes my brief overview of the formalisms which are most relevant to understand my
work. The Grammar Matrix (§3.4), which this dissertation is a direct contribution to, is a DELPH-
IN project. Other highly relevant projects include the LKB grammar engineering environment
(Copestake, 2002) and the [incr tsdb()] regression testing system and database (Oepen, 1999).
A newer set of DELPH-IN tools include the ACE parser (Crysmann and Packard, 2012) and

PyDelphin tools for visualization and testing.!> In the course of working on this dissertation,

4Obtained from ERG 2018 release via http://delph-in.github.io/delphin-viz/demo.
Shttps://github.com/delph-in/PyDelphin
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I was using all of them for grammar exploration and evaluation, so I present them in the next

section (§3.3).
3.3 DELPH-IN toolkit

3.3.1 LKB and LKB-FOS

The LKB system (Copestake, 2002) is a grammar engineering environment which includes a
DELPH-IN JRF compiler paired with parsing and generation algorithms as well as grammar
exploration tools. It can load a grammar written in DELPH-IN JRF and then use this grammar
to parse and generate sentences. The output to a grammatical sentence input is a syntactic and a
semantic structure (or a set of such structures, if there is ambiguity in the sentence according to
the grammar). LKB-FOS'® is an open-source version of LKB developed by John Carroll. Figures
3.3 and 3.5 illustrate an English grammar being loaded into the LKB-FOS and then providing a
syntactic and a semantic structure for the sentence The cat sleeps. Figure 3.4 shows an abbreviated

structure (AVM) for the top S node in the tree.

3.3.2 [incrtsdb()]

The [incr tsdb()] (Oepen, 1999) regression testing system and database is a system which interacts
with the LKB and which can store test profiles which include test suites of grammatical and
ungrammatical sentences along with the results of processing them with a particular version of
the grammar, which [incr tsdb()] allows the user to query in a variety of ways. This system is
invaluable for grammar comparison as it shows which sentences in the test suite two grammars
differ with respect to, while the interaction with the LKB allows the developer to load one of
the grammars and see what it is doing for that particular sentence. This makes it easier to assess

analyses and find and fix issues. Figure 3.6 is a screenshot of the system.

http://moin.delph-in.net/wiki/LkbFos


http://moin.delph-in.net/wiki/LkbFos
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Figure 3.3: A grammar for English is loaded into the LKB system. The sentence The cat sleeps

is parsed.

[subj-head-phrase

ED infl-satisfied
CONT |:mf5:|

HEAD-DTR

NON-HEAD-DTR

IN

C—(

STEM list

KEY-ARG bool

SYNSEM [phr-synsem]

ARGS cons ¢ E[head—specfphrase],E[\/erm—verb—lex:|>@ null

m

/\
NP VP
/. sleeps
D N
the cat

Figure 3.4: The (collapsed) feature structure corresponding to the sentence The cat sleeps, ac-

cording to the grammar.

http://sweaglesw.org/linguistics/ace/
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Figure 3.5: The Minimal Recursion Semantics structure corresponding to the sentence The cat
sleeps, according to the grammar.
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[ 2]
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Figure 3.6: The [incr tsdb()] system shows the 6 differences between two Russian grammars on
the same test suite containing 375 sentences total.

3.3.3 ACE

ACE (Crysmann and Packard, 2012)!7 is a DELPH-IN JRF parser/generator that is relatively fast

and has a command line interface. I used the parser as part of the Grammar Matrix regression
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testing system (§5.9).

3.3.4  PyDelphin

PyDelphin'® is a set of tools for DELPH-IN-based technology and research. It includes utilities
for MRS comparison and I used it as part of the Grammar Matrix regression testing system (§5.9).

Some of the examples in this dissertation, for example Figure 3.2, were obtained using PyDelphin.
3.4  The Grammar Matrix

The Grammar Matrix (Bender et al., 2002, 2010b) is a DELPH-IN-based meta-grammar engineer-
ing project that includes a web questionnaire, a core HPSG grammar, and a grammar customization
system programmed in python. This means that the user fills out a questionnaire with typological,
lexical, and morphological information, and, based on the particular combination of such choices,
the system applies a customization logic to output an implemented grammar fragment encoded
in DELPH-IN JRF and MRS formalisms (§3.2).

As a simple example, consider one of the earliest additions to the Grammar Matrix, namely the
word order support added by Bender and Flickinger (2005). Taking just the part of the grammar
specification having to do with the order of subject and verb, the user first makes an appropriate
choice in the web questionnaire, let us say SVO (which implies SV) (Figure 3.7). The next step
is that the back-end code maps this choice to a machine-readable specification, as shown in (84):

(84) section=word-order
word-order=svo
Finally, the customization system will add a head-final head subject rule executing the customiza-
tion logic implemented as python code:
(85) if wo in ['osv', 'sov', 'svo', 'v-final']:

hs = 'subj-head'
mylang.add(hs + '-phrase := decl-head-subj-phrase & head-final.')

¥https://github.com/delph-in/PyDelphin
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Please indicate which pattern best describes the basic word order of your language in matrix (main) clauses:
SOV
©sSvo
VSO
osyv
ovS
VOS
V-final
V-initial
free (pragmatically determined word order)
finite verb or auxiliary in second position, else free word order
finite verb second, non-finite verb clause-finally

Figure 3.7: A portion of the Grammar Matrix word order questionnaire

The basic type for the head-subject rule as well as the head-final type come from the Grammar
Matrix core.'® The core types are structures which are assumed to be cross-linguistically appli-
cable and worth including in all grammars. The Grammar Matrix system already contains core
types for many general grammatical notions in HPSG (in DELPH-IN flavor) such as head-subject,
head-complement, and head-adjunct rules, various basic lexical types, types for encoding seman-
tic relations, and so on. In this case, to declare the customized HSR, the system states that the
customized type is a type that inherits from two core supertypes, namely decl-head-subj-phrase
and head-final. 1t furthermore states that the complements of the head daughter should already be
realized by the time this rule applies (86); this last constraint is needed to avoid spurious ambigu-
ity which would arise in the analysis of transitive clauses if this subj-head-phrase attached both
below and above the head-complement rule. As is, it must attach above it.

(86) subj-head-phrase := decl-head-subj-phrase & head-final &
[ HEAD-DTR.SYNSEM.LOCAL.CAT.VAL.COMPS < > ].

The core types were originally ‘distilled’ from the English Resource Grammar (Flickinger,

2000), as part of Bender et al. 2002. The type hierarchy is large and features multiple inheritance.

Only few types are intended as rules for actual licensing of strings in the grammar though, and

9Not intended as the same as Chomsky’s core vs. periphery (Chomsky, 1995).
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most of them will not be core but rather some customized version of a core type. For exam-
ple, (87) shows part of the hierarchy with all the parents of subj-head-phrase with their parents.
The subj-head-phrase is not core but only subj-head-phrase will be licensing strings in a gram-
mar. Its parents are all core types which contribute various constraints These types, in various
combinations, serve as parents for many customized types.2’

(87) sign
\

phrase-or-lexrule

phrase
basic-binary-phrase headed-phrase phrasal

— N

binary-phrase basic-binary-headed-phrase  head-compositional — head-nexus-que  head-nexus-rel cla‘use
\J\

binary—h‘ead—ﬁnal binary—hea@r e head-nexus-phrase basic—non{rel—clause
busic—head—V head-valei‘ice-phmse declaruti‘ve-clause

\

head-final

basic-head-subj-phrase

\

decl-head-subj-phrase

subj-head-phrase

This means that the type for subj-head-phrase will include constraints declared in all of the types
in the graph. While such a type hierarchy may not be easy to read, it streamlines the statement of
constraints. Ideally, any given constraint is stated in only one place, so that if it needs changing, it
doesn’t have to be tracked down throughout the grammar. The hierarchy allows for easy grammar
customization stating that a set of constraints is to be inherited from existing supertypes, and so
only the new constraints must be stipulated on the subtype. Most of the types presented in (87)

are part of the syntactico-semantic machinery which is necessary for the grammar to work. For

20These are just the type names; each type has a feature structure that can be found in the Matrix core which is the
matrix.tdl file. The parent-child direction is top-down.
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example, exactly two daughters are in the rule (binary-phrase), there is a head in the phrase
(headed-phrase), etc. Ultimately it is a sign, as all phrase structure rules are in HPSG.

The customization system is a set of python files separate from the core matrix.tdl file.?!
The code features a large number of literals which represent lexical and phrasal types in the
DELPH-IN formalism. There are also python classes which are designed to store such literals
and are capable of correctly editing them, given a path. For example, assuming a type called

comp-head-phrase already exists in the grammar in the following form:%?

(88) comp-head-phrase := basic-head-1st-comp-phrase & head-final-head-nexus
[ NON-HEAD-DTR.SYNSEM.LOCAL.CAT.HEAD noun ].

then the python code below will not overwrite the type but instead will correctly add the feature
EXTRA with value + to its non-head daughter’s HEAD:

(89) mylang.add('head-comp-phrase
:= [ NON-HEAD-DTR.SYNSEM.LOCAL.CAT.HEAD.EXTRA + ].',

resulting in the following definition in the output file:

(90) comp-head-phrase := basic-head-1st-comp-phrase & head-final-head-nexus &
[ NON-HEAD-DTR.SYNSEM.LOCAL.CAT.HEAD noun & [ EXTRA + ] ].

The Grammar Matrix currently has the following libraries: Word Order (Bender and Flickinger,
2005); Matrix Yes/No Questions (Bender and Flickinger, 2005); Coordination (Drellishak and
Bender, 2005); Person, Number, Gender (Drellishak, 2009b); Agreement (Drellishak, 2009b);
Case and Direct-Inverse (Drellishak, 2009b); Argument Optionality (Saleem, 2010); Morphotac-
tics (O’Hara, 2008; Goodman and Bender, 2010); Tense and Aspect (Poulson, 2011b); Sentential
Negation (Crowgey, 2013); Information Structure (Song, 2014); Lexicon (Bender and Flickinger,
2005; Trimble, 2014); Evidentials (Haeger, 2017); Nominalized Clauses (Howell et al., 2018);
Clausal Modifiers (Howell and Zamaraeva, 2018); Valence Change (Curtis, 2018); Adnominal

Possession (Nielsen, 2018); Clausal Complements (Zamaraeva et al., 2019). The earlier ones,

2 Matrix developers tend to avoid the term module familiar to programmers, because the nature of Matrix libraries
is such that they depend on each other and interact, and therefore are not really modular (Bender et al., 2010b).

22This particular definition is just an example; a head complement rule need not look like this necessarily.
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particularly the ones associated with Bender and Flickinger 2005, were meant as a scaffolding
and were not necessarily based on typological surveys as described in Chapter 5.

My contribution described in the next chapters is adding a library to the Grammar Matrix. This
means adding a new web page to the questionnaire, revising the core, and adding customization
logic, all such that grammars which automatically come out of the system can parse sentences

with constituent questions.
3.5 Summary

This concludes the technical background on the framework that I was using for my dissertation.
I gave a brief tutorial on the HPSG theory of syntax; introduced the DELPH-IN JRF version
of HPSG which I and my colleagues use for analysis and grammar engineering; and presented
the Grammar Matrix, a grammar customization system of which my work is a part. The next
chapter summarizes theoretical syntactic accounts of constituent questions, focusing in particular
on the concepts which are most relevant to my analysis, and then reviews the relevant grammar

engineering work.
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Chapter 4
PREVIOUS HPSG ACCOUNTS OF CONSTITUENT QUESTIONS

This chapter is dedicated to (i) the existing theoretical HPSG analyses of constituent ques-
tions (§4.1); and (ii) to the existing implemented analyses on which I built my analysis of con-
stituent questions presented in Chapter 6 (§4.2). In terms of theoretical analyses, the chapter
focuses mostly on long-distance dependencies. While the typology of constituent questions also
includes morphological marking and particles, the fact that question words can cross the clause
boundary is undoubtedly the one that has attracted the most attention from syntacticians across

frameworks. It also appears to be the fact which is the most challenging to formally model.
4.1 Theoretical HPSG accounts

Perhaps one of the most influential theoretical syntactic works for constituent questions, which
long predates HPSG, is Ross 1967, where he discusses various apparent constraints on LDDs in
English and at the same time develops Chomsky’s (1957) concept of movement as it applies to
English constituent questions, in detail. The data around which Ross (1967) had organized his
discussion still serves as scaffolding to many constituent question analyses today, including some
cross-linguistic ones. In the Minimalist Program (Chomsky, 1995), the concept of movement has
remained crucial and influenced other theories of syntax including HPSG (in the sense that the
inventors of constraint-based formalisms really wanted to have a theory without movement). The
main idea of movement is that (i) some parts of a structure which are normally expected to appear
in one place are missing from there; (ii) they appear in a different position instead; and (iii) there
is still a way to trace them back to their usual position.

In HPSG, which is the framework adopted in my dissertation, movement does not play a role

in analyses; there is only one structure per item, directly linked to the surface form. However
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the effect of certain operations is similar to that of movement in the sense that in the end there
is structure-sharing between parts of the sentence. Where movement basically assumes that a
constituent actually started out in some position and then moved to a different position, the HPSG
analysis says that the same structure in the graph is reachable by more than one path.! Another
crucial point is that in HPSG, phonologically empty trace elements can be completely eliminated
on the lexical level (Pollard and Sag, 1994, p.379); instead, a feature structure for the element

whose arguments are “missing” directly encodes that information.

4.1.1 Pollard and Sag (1994): An HPSG analysis of LDDs

Pollard and Sag (1994) adapted Gazdar’s (1981) analysis of long-distance dependencies to HPSG.
At the core of this analysis, there are three concepts: (i) nonlocal features; (ii) the Nonlocal
Feature Principle (NFP); and (iii) the filler-gap construction, aka the head-filler schema. These
three concepts can be mapped to three tiers of the analysis: (i) introducing the dependency (the
“bottom” tier; nonlocal features); (ii) propagating the dependency (“middle”; the NFP); and (iii)
filling the dependency (“top”; filler-gap).

Consider as a “teaser” the tree in example (92). Note how the SLASH value on said is not
empty and furthermore it is identified with the local features of the subject of are here. The LDD
has been introduced (I have not yet explained how). Now note that the nonempty value of SLASH
is propagated up the tree from the daughters to the mother, up until the top V” node. At the top

V” node, the dependency is discharged and the SLASH is empty.

(91) I forgot [which guests you said are here]. [eng] (Pollard and Sag, 1994, p.173)

ICf. “vertical sharing” in a movement-based account by Gra¢anin-Yuksek (2007).
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(92) %
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LOCAL|COMPS  (3) PN

‘ are here
said

Below I explain how the entire analysis works in Pollard and Sag 1994. Conceptually, this analysis
is similar to what I later present in Chapter 6 as part of a cross-linguistic account of constituent
questions, though there are differences which will be discussed in §4.2.1 and later in Chapter 6.

First, the NONLOCAL features. While LOCAL features comprise category (CAT) and content
(conT), essentially encoding the syntactic and semantic properties of the structure, and correspond
somewhat to D-structure and LF in the Government and Binding theory,” NONLOCAL features’
purpose is specifically an analysis of long-distance dependencies in the context of a lexicalist,
constraint unification-based, and surface oriented theory. In a way, the HPSG’s NONLOCAL
features are a way to encode nonlocal dependencies locally (in HPSG every node has its own

NONLOCAL substructure). This is motivated in Pollard and Sag 1994, p.163 primarily by the

2In HPSG, certain attributes of language signs typically have rough analogs in the Government and Binding theory,
in the form in which it was in the early 1990s, e.g. as presented in Chomsky 1993. For example, the attributes PHON
(phonology) and DTRS (daughters) correspond roughly to S-structure, while CAT (category) is roughly analogous
to D-structure and CONT (content) to LF (logical form) (Pollard and Sag, 1994).
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goal of avoiding the very notion of transformations (focusing instead on the notion of structure
sharing). Later, it was further motivated by Bouma et al. (2001a) who suggested propagating
nonlocal features from daugher to mother at every level of derivation is necessary to account for
data from languages where long-distance dependencies are registered morphologically “along the
extraction path” (see §4.1.2).

NONLOCAL features are set-valued.> Pollard and Sag (1994) posit three nonlocal features:
SLASH, REL, and QUE. SLASH is used for all constituents which do not appear in their usual
place, while REL and QUE are used specifically for relative clauses and constituent questions.*
REL and QUE characterize what types of constituents can occur in the initial position in relative
clauses and wh-questions, respectively.® Pollard and Sag (1994) give an analysis of topicalization,
relying on SLASH, and an analysis of relative constructions, relying on SLASH and REL (and on
the Nonlocal Feature Principle, and on the head-filler schema, as explained below). They do
not provide an analysis of constituent questions beyond suggesting that the feature QUE will work
similarly for constituent questions to how REL works for relative clauses. Most signs in the lexicon
have empty nonlocal sets. Relative and interrogative pronouns have nonempty REL and QUE sets,
respectively, and nonempty SLASH sets arise via extraction lexical rules. Such rules take terminal
nodes as daughters and change the values of their valence as well as nonlocal lists. For example,
a verb which was “looking for its complement” (had a nonempty comPps list), upon undergoing a
complement extraction rule, will have an empty COMPS list but a nonempty SLASH list, which will
furthermore contain all the necessary information about the complement that is now “missing”

from its usual place. As for subjects, Pollard and Sag (1994) assume that a subject extraction rule

3In DELPH-IN HPSG, these features are list-valued, as explained later in §3.2.1.

4Ginzburg and Sag (2000) (§4.1.3) later renamed QUE WH, to avoid ambiguity between polar and constituent
questions.

The distinction between REL and QUE is motivated in particular by the distributional differences with respect to
‘pied-piping’, e.g. as illustrated in (i).

(i) a. This is the farmer pictures of whom appeared in Newsweek.
b. *Picture of whom appeared in Newsweek? [eng] (Pollard and Sag, 1994)
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is only needed in complex sentences in English,® and because of that, somewhat counterintuitively,
they posit a subject extraction lexical rule which applies to the clause-embedding verb rather than
the verb which actually has its subject extracted. For example, in (92), the nonempty SLASH value

is introduced by (93).”

(93) [ [SUBJ  (Y”)
PIR | COMPs ..., [SUBJ <>],...>]
cynsen [COMPS (-.[suBs ([LocarL m)| )
INHERITED|SLASH {[I}}

Conceptually, the point of the subject extraction rule is that it identifies the local substructure
of a subject with an element in a SLASH set, thus giving rise to a LDD (because, as discussed
below, whatever is in the SLASH set will be propagated in the derivation tree until it is realized
in a head-filler construction). In terms of details though, the rule can take different forms, and
Pollard and Sag’s (1994) version of the rule is not exactly the same as the one that is in the ERG
(see §4.2.1). The subject extraction rule from Pollard and Sag 1994, p.383, a simplified version
of which is presented here as (93), is at play in licensing the said V" node. It is a lexical rule;
previously (§3.1) we saw lexical rules taking a lexical entry with underspecified NUM feature
as the daughter resulting in the mother structure where the value for NUM is specified to sg or
pl, depending on the affix associated with the surface string. The subject extraction lexical rule
takes as input a structure headed by a verb whose clausal complement has a nonempty SUBJ list
and outputs a structure with an empty SUBJ list in that position but with the local information
about the subject added to the SLASH list. In other words, the rule produces a structure which
can syntactically be treated as if the clausal complement’s subject was already attached but at the

same time retains the information that it actually has not attached yet. Note once again how the

®Pollard and Sag (1994) do not actually include a section on constituent questions in their book, but they assume
that simple questions like Who left? are licensed by the head-subject rule, just like declarative sentences. They do
not discuss any details of that at all though. Later work (e.g. Ginzburg and Sag 2000) departs from that analysis.

"The format of the rule is adapted to clearly indicate what is the input (DTR) and what is the output (SYNSEM) of
the lexical rule. Note also that the feature QUE is not present in this example; this is just because the focus of the
example is on the SLASH dependency (as mentioned previously, Pollard and Sag (1994) do not provide examples
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rule is concerned with the clausal complement-taking verb’s SLASH, not the embedded verb’s.
This part will be different in the ERG (§4.2.1).
The Nonlocal Feature Principle (94) states:

(94) The value of each nonlocal feature on a phrasal sign is the union of the values on the

daughters. (Pollard and Sag, 1994, p.162)

Note how in (92), assuming [2] is the only nonlocal dependency (as in, all terminal nodes’ SLASH
sets in the tree either contain [2] or are empty), all mother nodes’ SLASH sets except for the very
top one are indeed the union of the daughters’. In this case, this means they all must contain just
21

Finally the “top” is where the dependency is realized. For the SLASH dependencies, this
is the filler-gap phrase structure rule, aka the head-filler schema. The filler-gap rule licenses a
mother node whose daughters match the description of a “gappy” constituent (a constituent with
a nonempty SLASH value) and a “filler” whose local features match this SLASH value. Pollard

and Sag’s (1994) head-filler schema is presented in (95).%
(95) X” — Y”[LOCAL [1]] V”[SLASH {[1],...}]

This rule is what licenses the very top node in (92). Note how the left daughter’s LOCAL features
match what is oh the head daughter’s (right) SLASH.

This section has described the basics of the HPSG LDD analysis, relying on the nonlocal
SLASH feature which represents the dependency starting at the lexical level, a mechanism prop-
agating nonlocal features in the derivation, and the filler-gap rule which ultimately realizes the
dependency. As mentioned, example (92) does not illustrate the use of the feature QUE sug-
gested by Pollard and Sag (1994) specifically for constituent questions but not exemplified in

their work. The use of the feature QUE will be explained in the section dedicated to Ginzburg and

with QUE). The full analysis would use this feature, and I will give such an example later in §4.1.3 (114).

8 An AVM representation of the Grammar Matrix filler-gap rule follows in (419).
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Sag 2000 (§4.1.3), a detailed analysis of English interrogatives in HPSG.’ That analysis relies
on some concepts from another work, by Bouma et al. (2001a),'® which I summarize in the next

section.

4.1.2 A unified theory of complement, subject, and adjunct extraction (Bouma et al., 2001a)

Bouma et al. 2001a is an influential work in HPSG which suggested a number of mechanisms
for LDD analysis aimed to improve the analysis in Pollard and Sag 1994. They address some
of the criticisms offered by Hukari and Levine (1996) in their review of Pollard and Sag 1994,
in particular the need for several extraction rules.!! Bouma et al.’s (2001a) analysis features no

valence reducing lexical rules at all.!?

Ginzburg and Sag (2000) base their analysis of English
interrogatives on Bouma et al. 2001a; the ERG and subsequently the Grammar Matrix use a
combination of analyses from Pollard and Sag 1994 and Ginzburg and Sag 2000, and in particular,
while the ERG does use some of the mechanisms adopted by Ginzburg and Sag (2000) from
Bouma et al. 2001a, the ERG still uses separate subject, object, and adjunct extraction rules,
following Pollard and Sag 1994 in this respect.

Here, I review the aspects of Bouma et al. 2001a which are included in Ginzburg and Sag’s
(2000) analysis of interrogatives, although not all of them made their way into the ERG and
subsequently the Grammar Matrix analyses. In particular, the Argument Realization Principle is
important for understanding Ginzburg and Sag’s (2000) analysis but it was not implemented in the
ERG because of its nondeterministic aspects, which is the reason why the ERG still uses extraction

rules. On the other hand, both Ginzburg and Sag 2000 and the ERG use the mechanism which

Bouma et al. (2001a) call “SLASH amalgamation” and Ginzburg and Sag (2000) NONLOCAL

QUE is called wH in Ginzburg and Sag 2000, though I will be calling it QUE because this is the term already
adopted in the Grammar Matrix.

19Ginzburg and Sag 2000 relies on Bouma et al. 2001a despite the order of the publication dates.

Tn addition to the subject extraction rule, the complete analysis by Pollard and Sag (1994) includes also the object
extraction rule and the adjunct extraction rule.

12This is not to say that such rules could not be posited where necessary, especially where there is overt valence-
changing morphology; Bouma et al. (2001a) suggest no such rules are needed for English LDDs.
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amalgamation, but which is referred to in the DELPH-IN community and later in this dissertation
as “lexical threading”.!3

Bouma et al. (2001a) further motivate and simplify the GPSG (Gazdar, 1981) and HPSG
(Pollard and Sag, 1994) “middle” tier of the LDD analysis. At the core of the classic analysis of
that tier is the observation that (i) the information about the long-distance dependency is encoded
locally throughout the derivation path (the “middle” part of the LDD mechanism needs access to
the local features of the extracted element at every step); and that (ii) extraction is furthermore
registered lexically as selection for a “slashed” argument. Building on the critique of Pollard and
Sag 1994 by Hukari and Levine (1996), Bouma et al. (2001a) further motivate the need to register
nonlocal information at every step of the derivation by data from languages like Chamorro ([cha],
Austronesian), in which verbs exhibit agreement with extracted arguments (96)—(97).

(96) Hayi f-um-a’gasi i kareta

who WH.sU-wash the car
‘Who washed the car?’ [cha] (Bouma et al., 2001a, p.4)

(97) Hayi si Juan ha-sangan-i hao [f-um-a’gasi i kareta]
who UNM Juan E3s-say-DAT you WH.SU-wash the car
‘Who did Juan tell you washed the car?’ [cha] (Bouma et al., 2001a, p.5)
Following Chung (1982, 1994), Bouma et al. (2001a) analyze the verb morphology in Chamorro
as registering agreement with arguments that contain extracted elements, uniformly in main (96)
and embedded (97) clauses. They note that in such a case, the subject extraction rule from Pollard
and Sag 1994 (93) is not desirable; instead, it is possible and preferable to analyze all wh-subjects
as extracted. Furthermore, they note that there is more uniformity in how subjects, objects, and ad-
juncts are extracted than is encoded in Pollard and Sag’s (1994) analyses with separate extraction
rules. They provide an analysis of subject, complement, and adjunct extraction without lexical
rules, relying on the type gap, the Argument Realization Principle, and the SLASH amalgamation
constraint. Of these, gap and SLASH amalgamation made their way into the analysis of LDD in

the ERG (§4.2.1).

3The metaphor is due to nonlocal features being incorporated by heads at the lexical level.



64

The type gap (98) identifies a structure’s local feature values with the item in its SLASH
set (98).
(98) [gap-synsem

LOCAL
SLASH {1}

Then, in combination with the above definition for gap-synsem, the Argument Realization Prin-
ciple (100),'* ensures that complements may appear either in COMPS or in SLASH, and that com-
plements of type gap can only appear in SLASH.

(100) [word

SUBJ

COMPS [2] & list(gap-synsem)

| DEPS @

(101) [word

DEPS ([SLASH (... SLASH m])
BIND [0

SLASH (u u)—@

LOCAL |CAT

Finally, the SLASH amalgamation principle (101) constrains a word’s SLASH to be the union of
its arguments’ SLASHes,'> which then allows phrases to inherit the SLASH value of the head
daughter lexically, instead of directly gathering all the SLASH values of all involved elements in

phrase structure rules. Consider the lexical entry for the verb hates from Bouma et al. 2001a (102):

“Bouma et al. (2001a) use the feature DEPS which is an important part of their unified analysis of arguments and
adjuncts but it is not part of the Grammar Matrix and discussing its purpose would be orthogonal to the topic of
this section. Here is a version of the ARP which does not contain DEPS, from Sag et al. 2003.

99) |word
SPR
SYNSEM |COMPS [B] ©
SLASH

ARG-ST [4] @

3The BIND feature will have nonempty values in e.g. easy adjectives.



(102) [hates
SUBJ  (synsem)

SLASH

SLASH [ U

This lexical entry can satisfy the ARP either as shown in (103) or as shown in (104).

(103) |hates

DEPS ([B3,[4)
SLASH MU

(104) —hates
SUR] < LOCAL NP>
SLASH
COMPS ()
gap-synsem
DEPS ([, [LOCAL >
SLASH {}
SLASH @ U {znp]

LOCAL NP
SUBJ
< SLASH >
LOCAL NP
COMPS
< SLASH >

M

SLASH

LOCAL NP| |LOCAL NP
DEPS

|
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The structure in (103) will be part of the analysis for (105) while the structure in (104) will be

part of the analysis of (106).

(105) She hates this school. [eng]

(106) Which school does Kim think she hates? [eng] (Bouma et al., 2001a)
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Moreover, there may be lexical entries which stipulate their arguments as gaps, such as one of

the usages of the English assure (107).

(107) a. This candidate, they assured me to be reliable. [eng] (Bouma et al., 2001a)

b. *They assured me this candidate to be reliable. [eng] (Bouma et al., 2001a)

I will not review in detail how the three elements —the type gap, the ARP, and the SLASH
amalgamation — play out in the lexical rule-free argument-adjunct unified analysis of LDDs sug-
gested by Bouma et al. (2001a). What is relevant here is these three elements were adopted by
Ginzburg and Sag (2000) in their analysis of English interrogatives to which I turn below. The
purpose of the next section is mainly to explicate the use of the feature QUE which Pollard and Sag
(1994) suggested but which Ginzburg and Sag (2000) developed into a detailed analysis—and

on which I rely in my analysis presented in Chapter 6.

4.1.3 Ginzburg and Sag (2000): An analysis of English interrogatives

Ginzburg and Sag 2000 is a comprehensive HPSG account of English interrogatives. It covers
various types of English questions including constituent and polar questions; single and multiple;
canonical and reprise (echo). Their account of the wide variety of different English interrogatives
is very detailed, and while it is a purely theoretical account, Flickinger’s (2000) implementation
of LDDs in the English Resource Grammar (§4.2.1) and by extension the Grammar Matrix and

this dissertation are based on it in several ways.

Feature QUE, semantics, and LDDs

Pollard and Sag (1994) suggested the nonlocal feature QUE for constituent questions but did not
give the actual analysis specific to such questions; Ginzburg and Sag (2000) do precisely that.
QUE (which they call wH) is a set-valued feature — which now contains semantic parameters.

Example (108) shows Ginzburg and Sag’s (2000) lexical entry for the interrogative pronoun who.
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(108) [PHON  (who)

[CAT NP
[param
CONT |INDEX i
LOCAL [RESTR {}
SYNSEM param
STORE IND ]
RESTR {person(i)}

QUE {@}
REL  {}
|ARG-ST ()

Each wh-word introduces one parameter. That parameter is identified with the value of the
element in the QUE set. This exact semantic formalism with the quantifier STORE is not used in
my dissertation so there is no need to explain it in full detail; what is important here is that the
index of the entity to which the pronoun is referring is identified with the element in the QUE set,
for wh-words.

Ginzburg and Sag (2000) posit a semantic type hierarchy which allows them to encode the

semantic differences between various kinds of utterances (109).

(109) message

/\

austinian prop-constr

N

proposition  outcome  fact  question

In terms of this type hierarchy, the cCONTent value of all interrogative clauses is of type question.
Question is in turn a subtype of message, another subtype of which is proposition. A question,
exemplified in (111), has a set of parameters as well as another message inside it, this time a
proposition. This is the proposition that is involved in the construction of the question. In addition
to the assumptions put forth by Bouma et al. (2001a) presented in the previous section, a set of

principles in Ginzburg and Sag’s (2000) grammar ensure that (i) the interrogative clause’s STORE
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value and its PARAMS set add up to be the head daughter’s STORE; (ii) that the filler daughter has
a nonempty QUE set, and the element in that set is included in the clause’s semantic content; and
(iii) the head daughter of the interrogative clause’s CONT is the clause’s PROP. This results in the

following derivation (110) and the following semantic structure (111) for the English sentence

Who left?:

(110) S

QUE {}
SLASH {}
STORE {}
question
CONT |PARAMS {3]}
PROP
HEAD [0
/\

NP S/NP

[HEAD [0]

gap
SUBJ <LOCAL ]>

| SLASH {21}
who QUE {}
STORE {331}
proposition
_CONT SOA ]

|
left

LOCAL [{STORE (@}
QUE {Bl}




69

(111)  [question

param
PARAMS < [INDEX
RESTR {person)}

proposition
SIT s
PROP QUANTS ()
SOA leave-rel
NUCL [LEAVER ]

The _SLASH dependency is introduced here lexically by ‘;he mechanism described in Bouma
et al. 2001a, and the details of it are not important here as I will not be using this mechanism in
Chapter 7. Suffice it to say that there is a SLASH dependency which is propagated in the tree and
is realized on top by the filler-gap rule, as in example (92) from §4.1.1. What is new here is the
semantics which is built up using the QUE feature. The value of QUE is introduced by the lexical
entry for who. Note once more the identity between the element in QUE and the quantifier STORE.
What this means is the appropriate semantics is encoded and the question word’s parameter is
now appropriately associated with the question message, due to QUE being a nonlocal feature. In
fact, Ginzburg and Sag (2000) generalize Bouma et al.’s (2001a) SLASH amalgamation constraint

to all nonlocal features; positing the Nonlocal Amalgamation Constraint (112).

(112) For every nonlocal feature F, the word’s value for F is the union of the values of its

arguments. (Rephrased from Ginzburg and Sag 2000, p.211.)

The amalgamation of QUE will come to play later in example (114); meanwhile, the referent of
who ends up encoded both as the argument of the verb left and as the question’s parameter. The
fact that this information is stored separately in the structure means, in particular, that a wh word
can be a parameter of the matrix question and at the same time belong to the argument structure

of the embedded clause (113).
(113) Who do you think left? [eng]

Now consider the analysis for the clausal complement (114) which was presented above as

(92) without the QUE feature.
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(114) \%
[SLASH {}]
QUE {}
/\
Nll VII
[LOCAL{ }] |sLAsH ()]
QUE
/\ /\\///
D N //
| | [sLasH (@)
[QUE {}] guests Y Ob)\]
‘ V() V//
which
SLASH {2}]  5[SUBJ (LOCAL )]
SUBJ (@)
COMPS (3)) N
‘ are here
said

In addition to the SLASH dependency, this example now shows also the QUE dependency, which
is an unbounded dependency between the top of the construction and the bottom of the filler

daughter (115). This is the same dependency that Ross (1967) named “pied-piping” (§2.5.3).

(115) I wonder [[[whose cousin’s] friend’s] dog] ate the pastry. [eng] (Ginzburg and Sag, 2000,
p.184)

The Nonlocal Amalgamation Constraint ensures that the QUE value is propagated within the filler
daughter, up to the top of the construction where it is discharged by the filler-gap rule.

The top V” in (114) is licensed by a subtype of interrogative clause posited especially for
fronted English subjects (116) which is also a subtype of the head filler phrase (95).

(116)  subj-int-cl

SUBJ () <[gap ]>
LOCAL SUBJ

SLASH {} [ QUE neset] H LOCAL

QUE {} SLASH {1}
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It requires that the non-head daughter have a nonempty (neset) QUE set. This means only phrases
containing a wh-word are suitable as filler daughters in this construction. Conversely, something
needs to rule out wh-phrases as suitable non-head daughters of the subject-head rule, such that it
is only the filler-gap rule that licenses sentences like Who left? (recall the argument from Bouma
et al. (2001a) summarized in §4.1.2 on page 63).

The subject-head rule will not apply in this case because of a specially posited principle called
the wH Subject Prohibition, which basically stipulates that the non-head daughter of a subject-

head rule is QUE-empty.'®

What is essential for the reader is simply that, in questions about
subjects, the wh-filler-gap rule should apply at the top tier of an LDD only when wh-subjects are
present, and conversely, the head-subject rule should not apply in that case.

Note that there are two different semantic structures that Ginzburg and Sag’s (2000) analysis

assigns to (117).
(117)  Who wondered who saw whom? [eng]

This has to do with the fact mentioned above, namely that a wh-word’s parameter role is encoded
separately from their argument structure role. As such, the parameters introduced by the second
embedded wh-word in (117) (the whom) can belong either to the embedded (118)—(119) or to the

main question (120)—(121) while in both cases arising from an argument of the embedded verb.!”

161n §6.5.2, T demonstrate some challenges of generalizing this analysis to languages with wh-subjects intervening
between the object and the verb (like Russian).

"The details of the mechanics of why and how exactly the parameters in Ginzburg and Sag 2000 are stored and
retrieved are not essential as a background for my dissertation because I do not use this same semantic formalism.
What is essential is the general claim that the two semantic interpretations exist and that Ginzburg and Sag’s (2000)
analysis captures the contrast.



( 11 8) -question

PARAMS

PROP

INDEX i
RESTR {person(i)}

SIT s

[QUANTS ()
-wonder-rel
WONDERER
SOA
NUCL
Q-ARG

_question
INDEX j INDEX &
PARAMS )
RESTR {person(j)}| |RESTR {personti)]
[SIT -
QUANTS ()
PROP see-rel
SOA
NUCL SEER j
SEEN k&

(119) Which (one) person wondered about the answer to the question: Who saw whom?

72
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(120) question
INDEX i INDEX k
PARAMS )
RESTR. {person(i)|] [RESTR {person(i}
SIT s
[QUANTS ()
wonder-rel
WONDERER |
—question
INDEX |
PROP PARAMS
SOA RESTR {person(j)}
NUCL i
SIT ¢
Q-ARG -
QUANTS ()
PROP see-rel
SOA
NUCL SEER
SEEN k

(121) Which person wondered who saw Kim? Which (possibly other) person wondered who

saw Sandy? Which (possibly other) person wondered who saw Alex? ...

Ginzburg and Sag’s (2000) analysis of question semantics had strong influence on how the
ERG implements it (§4.2.1) and ultimately on how I implement it for the Grammar Matrix. How-
ever, there are differences.'® The one which has most bearing on my analysis presented in Chapter
7 is that Ginzburg and Sag’s (2000) message type hierarchy which encodes all the various types
of utterances (109), is not used, and neither are the question parameters in the form they are pre-

sented in Ginzburg and Sag 2000. message types were originally part of the Grammar Matrix and

181n general, DELPH-IN JRF uses a different semantic formalism than Ginzburg and Sag (2000), and as such could
not be used to directly implement their analysis, but certain analogous concepts and mechanisms can be and were
implemented.
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other DELPH-IN grammars, but they were eliminated from there due to lack of scalability,'® and
so I do not use it. This means, in particular, that the contrast described above is not captured in

my analysis and accounting for it is future work (see also §4.2.1).

In situ questions

Ginzburg and Sag’s (2000) analysis of in situ question phrases focuses on English questions which
are not constituent questions, such as echo questions and the like. In sifu question phrases which
are part of a sentence which is ultimately licensed by the head-filler rule (117) are licensed in
Ginzburg and Sag 2000 by head-subject or head-complement rules. Ginzburg and Sag’s (2000)
analysis posits duplicate lexical entries for wh-words, one entry with a nonempty QUE-set, for
fronted question phrases, and one with an empty QUE-set, for in situ words (p. 250). For example,
the first and the second who in (117) will have a nonempty QUE set but the third one will have
an empty one. That in situ question words have empty QUE sets helps Ginzburg and Sag (2000)
model, in particular, the fact that certain modifiers can occur only with fronted wh-words (122)

but not with the in situ ones (123).

(122) Who the hell do you think they visited? [eng] (Ginzburg and Sag, 2000, p. 229)

(123) *Who visited who the hell? [eng] (Ginzburg and Sag, 2000, p. 229)

Further details of the analysis are beyond the scope of this dissertation (since I do not cover
questions other than constituent), but at a high level, it involves a unary phrase structure rule which
turns a head-subject phrase into a question (125)—(126) if the quantifier STORE is nonempty at the

point the head-subject phrase applied.?’

(124) Tracy saw WHO?! [eng] (Ginzburg and Sag, 2000, p.255)

A (very) informal record of the DELPH-IN decision can be found here: http://moin.delph-in.net/
FeforMessageDemise. Unfortunately it lacks detail but Emily M. Bender (p.c.) recalls that it was not clear exactly
which linguistic elements merited their own ‘message’. Messages also noticeably cluttered representations. See
also  https://delphinga.ling.washington.edu/t/beware-of-the-slippery-slope-of-messages/
209/7.

20The full version of the rule can be found in Ginzburg and Sag 2000, p.282. (125) is an abridged version.


http://moin.delph-in.net/FeforMessageDemise
http://moin.delph-in.net/FeforMessageDemise
https://delphinqa.ling.washington.edu/t/beware-of-the-slippery-slope-of-messages/209/7
https://delphinqa.ling.washington.edu/t/beware-of-the-slippery-slope-of-messages/209/7
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(125) in-situ-int-cl

question CONT
CONT — H
PARAMS [2] PROP STORE # [3] & (3] U [2])
( 1 26) Sin—situ—int—cl

Sdecl—head—subj

N
AN

Tracy V NP

saw WHO?!

In such constructions, the QUE set of the in situ question phrase is empty. However, for actual
constituent questions which are in sifu (so, not in English), Ginzburg and Sag (2000) suggest that
such words do have a nonempty QUE value, as illustrated by their analysis of questions in Iraqi
Arabic (Jacm]; Afro-Asiatic) (127)—(128).

(127) Mona shaafat meno

Mona saw ~ whom
‘Who did Mona see?’ [acm] (Ginzburg and Sag, 2000, p.290)



76

(128) S
QUE {}
question
CONT [PARAMS {2z}
PROP
S
QUE {2}

CONT proposition]

Mona shafaat meno
‘who did Mona see’

Ginzburg and Sag (2000) suggest the analysis in (128) as an alternative to the analysis for
the same data by Johnson and Lappin (1999), in which they propose an extraction + filler-gap
derivation, symmetric to the one shown earlier for (110), simply with the head daughter in front
of the filler daughter (so, assuming a different, symmetric version of the filler-gap rule). In
Chapter 6, I adopt Ginzburg and Sag’s (2000) suggestion to model the in situ question forming
cross-linguistically but later conclude that the complications of that analysis in the context of
flexible word order make Johnson and Lappin’s (1999) option look more appealing and worth

further exploration.

4.1.4 Sag et al. 2003

Sag et al. 2003 was written as an HPSG textbook but in practice has been serving a role that is
larger than just a pedagogical tool. It has helped train several generations of aspiring grammar
engineers; it also described theoretically several ideas which are not found directly in Pollard and
Sag 1994, the most relevant to this dissertation being allowing multiple elements on the SLASH-

list.2! Sag et al. (2003) offer an analysis of the English easy adjectives relying on the ARP and on

2ISag et al. (2003) actually call SLASH GAP; I call it SLASH here to avoid confusion with the type gap.
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the idea that lexical entries can stipulate their arguments as containing at least one gap (p. 452).
Sag et al. (2003) still constrain the head daughter of the filler-gap rule to have exactly one element

in its SLASH, however —a constraint that I depart from in my analysis presented in Chapter 6.

4.1.5 Interim Summary

This section gave an overview of theoretical work which influenced the kind of grammar en-
gineering that I am doing in this dissertation. In particular, I described an analysis of LDDs
originating from Pollard and Sag 1994 relying on nonlocal features, their propagation in the tree,
and the realization of the dependency via the filler-gap rule. I also explained how feature QUE is
used to compose interrogative semantics and presented additionally some important features of
the analysis of English interrogatives by Ginzburg and Sag (2000). Finally, I described the usage
of SLASH list longer than one element, in the context of Sag et al.’s (2003) analysis of English
easy adjectives (found also in the ERG). The next section summarizes the existing grammar engi-
neering analyses which implement some of these concepts and on which I directly build, or which

otherwise directly relate to this work.
4.2 Previous and related grammar engineering work

The grammar engineering landscape includes multiple projects carried out in various formalisms.
In addition to DELPH-IN projects,?? there are other HPSG-based formalisms with varying prop-
erties, including ALE (Penn, 2000), LIGHT (Ciortuz, 2002; Ciortuz and Saveluc, 2012), Alpino
(Bouma et al., 2001b; Van Noord et al., 2006, focusing on Dutch), and Enju (Miyao and Tsujii,
2008, focusing on probabistic disambiguation). CoreGram (Miiller, 2015) is a grammar engineer-
ing project similar to the Grammar Matrix but couched within ALE rather than the DELPH-IN
formalism. The LFG (Kaplan and Bresnan, 1982) engineering consortium analog is ParGram
(Butt and King, 2002).

The two grammar engineering projects most relevant to this work are the English Resource

2http://moin.delph-in.net/


http://moin.delph-in.net/
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Grammar (Flickinger, 2000, 2011) and the Grammar Matrix (Bender et al., 2002; Bender and
Flickinger, 2005; Bender et al., 2010b). The Grammar Matrix has already been introduced above
(§3.4), and so below I focus on the specific components of this system on which I directly build.
Apart from the ERG and the Grammar Matrix, this work was also informed by the Zhong grammar
of Chinese languages (Fan, 2018) and particularly by the unpublished analyses developed by Emily

M. Bender for her grammar engineering graduate level course.?

4.2.1 The English Resource Grammar

The English Resource Grammar (Flickinger, 2000, 2011) is a broad-coverage implemented gram-
mar of English written in DELPH-IN JRF, and it served, along with the German Grammar (Miiller
and Kasper, 2000; Crysmann, 2003) and the Japanese Jacy grammar (Siegel et al., 2016), as the
foundation for the Grammar Matrix, meaning many of the analyses which were thought to be
cross-linguistically applicable were either adapted or taken directly from the ERG.?*

There are a number of differences between the ERG (and in many cases, generally between the
DELPH-IN JRF of which the ERG is the biggest artifact) and the accounts of LDDs by Pollard and
Sag (1994) and Ginzburg and Sag (2000) (§4.1.1). There are several reasons for this. First, the
ERG represents independent research in its own right; second, the ERG started being developed
roughly in the same time period when the foundations of HPSG were being published; third, the
ERG is a concrete implementation rather than a purely theoretical analysis.

First of all, what is posited in theoretical accounts as principles is implemented in the ERG and
in other DELPH-IN grammars as constraints on types. In other words, the principles are part of
the type hierarchy, not a separate part of the grammars. For example, to implement something like
the Head Feature Principle, a type such as (129) is defined which copies the head values from the
appropriate daughter to the mother node, and then the phrase structure rules which are understood

to follow the principle inherit from that type. This will ensure all feature-value pairs appropriate

Bhttp://courses.washington.edu/1ing567/

24Throughout this document, I am citing Flickinger 2000 and Flickinger 2011 for any analyses which can traced
back to and are found in the ERG files, whether or not they are explicitly described in either paper.


http://courses.washington.edu/ling567/
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for the HEAD portion of the structure as well as the type of the HEAD value will be structure-shared

between the mother and the daughter which is in turn identified with the HEAD-DTR portion.

(129) |headed-phrase
SYNSEM|LOCAL|CAT|HEAD [0
HEAD-DTR|LOCAL|CAT|HEAD [0

This illustrates how principles are in practice implemented in DELPH-IN JRF.
The ERG uses diff-lists as the feature value for SLASH and QUE rather than sets. Guy Emerson

explains in Zamaraeva and Emerson (in press):

“While set-valued features are often used in HPSG, unification of sets is not guar-
anteed to produce a unique result (Pollard and Moshier, 1990; Moshier and Pollard,
1994). So that unification always produces a unique result, the DELPH-IN JRF does
not allow set-valued features, which means that features like SLASH must be list-

valued rather than set-valued.”

As explained in §3.2.1, the formalism that the ERG and the Grammar Matrix use does not
natively define any relational constraints (including operators such as @ (append) or © (list/set
subtraction)).

In the ERG (Flickinger, 2000) and subsequently in the Grammar Matrix (Bender et al., 2002),
most lexical types such as verbs, nouns, and determiners inherit from basic supertypes which
implement SLASH amalgamation (e.g. basic-one-arg, basic-two-arg (130), etc). Another type
introduced by Bouma et al. (2001a), gap-synsem (131), is needed to constrain some types to
include nonempty SLASH values initially (at the “bottom™ tier of the derivation). In the ERG, gap

is used in extraction rules (134)—(135).

(130) [basic-two-arg-lex-item

SLASH (! @) SLASH (! [@1)
ARG-ST <NON-LOCAL REL (! @!||,[NON-LOCAL |REL (I @) >
QUE (@ QUE (@

SLASH (! [, @)
REL (2,3
QUE (13,1

SYNSEM|NON-LOCAL
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(131) [gap

SYNSEM [

LOCAL
NON-LOCAL|SLASH (! [ !)

Furthermore, the Argument Realization Principle (99) is not implemented in the ERG, and
it uses instead a combination of lexical threading (§4.1.2), like in Ginzburg and Sag 2000, and
extraction rules, like in Pollard and Sag 1994. While the main reason Bouma et al. (2001a)
suggested lexical threading was getting rid of the extraction rules, the ERG found lexical threading
helpful even without the benefit of getting rid of the rules, in particular an elegant analysis of the
English easy adjectives.

My analysis of constituent questions presented in this dissertation is indebted to the ERG in
at least two ways: (i) The Grammar Matrix core (§3.4) was “distilled” from the ERG, and so
many of the features and types that currently are in the Matrix core in fact originated from the
ERG (Flickinger, 2000; Bender et al., 2002); (ii) For the analyses of semantics of various types
of sentences, I was often consulting the ERG as a gold standard. This includes the semantics of
questions as well as the semantics of sentences containing adpositions and adverbs, certain types
of which I added to the Matrix (§6.1.2).

Of the types which originated from the ERG, the most relevant to this work is the basic-
filler-rule (133) and the extraction rules including basic-extracted-subj (134), basic-extracted-comp
(135), and extracted-adj (136).25 The phrasal types which I describe in Chapter 6 are mostly their
subtypes. An ERG derivation for the English sentence Who arrived?, for example, will involve

the subject extraction and the filler-gap rule, as shown in (132).26

Sncidentally, all these types are not strictly speaking core, because they will not be used in a grammar of a
language which never dislocates any constituents. However many languages do that, and generally in practice
there are cases when the division between core and non-core types in the Matrix files is not fully maintained.

26This is a simplified derivation without lexical rules. To see the actual derivation, the reader can use the demo
website for ERG http://delph-in.github.io/delphin-viz/demo/.
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(132) Sﬁller—gap

N

NP VPex-subj

who VP

left
Compared to the derivation illustrating Ginzburg and Sag’s (2000) analysis (110), derivation (132)

features an explicit subject extraction rule. The rest of the syntactic machinery is basically the
same.

The basic-filler-rule in the ERG identifies one daughter’s SLASH with another daughter’s LO-
CAL value (133); the order of the daughters (which one is the head daughter) is achieved by having
the subtype of the basic-filler-rule which is intended to license a particular type of construction

inherit additionally from an appropriate headed rule type.

( 13 3) basic-filler-phrase
SYNSEM|NON-LOCAL|SLASH 0-dlist

LOCAL [0

ARGS < NON-LOCAL|SLASH 0-dlist

SYNSEM [ H [SYNSEM|NON-LOCAL|SLASH [1 -dlist ”>

LIST|FIRST
The basic-extracted-subj phrase identifies the element on the SLASH list (the gap) with the subject

(134) while (135) does the same for the complement.

( 1 34) [basic-ex-subj
SUBJ <>]
SYNSEM|LOCAL|CAT|VAL [SPR ()
COMPS ()
gap
var [P <[LOCAL @[l"“d N >
HEAD.DTR|SYNSEM LOCAL|CAT CONT|HOOK [INDEX ref-ind
COMPS olist
MC na
[NON-LOCAL|SLASH|LIST (@)
[RELS (! )]
C-CONT HCONS (! 1)
ICONS (! 1)




(135)

[basic-ex-comp

SYNSEM

HEAD-DTR

C-CONT

Finally the extracted adjunct rul

head daughter (136).
(136)

[ex-adjunct-phrase

SYNSEM

HEAD-DTR|SYNSEM

[canonical-synsem

SUBI [
VAL |SPR
LOCAL|CAT COMPS
MC
SUBJ
AL |SPR
LOCAL|CAT gap
SYNSEM COMPS <[NON-LOCAL|SLASH
MC
NON-LOCAL|SLASH
[RELS (! 1)
HCONS (! 1)
ICONS (! 1)

intersective-mod

LOCAL

- !
NON-LOCAL|SLASH < CAT

CAT|HEAD|MOD <

[canonical-synsem
LOCAL [ local

HEAD [0l

CAT VAL

ol

Synsem-min
SUBJ <[NON—LOCAL |SLASH

NON-LOCAL|SLASH (! !)
MODIFIED notmod

VAL

HEAD

|

b

|

|
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e essentially says that what is on its SLASH list can modify the

I use all of these types, most of them modified to some degree, in the analyses presented in

Chapter 6. The modifications have to do with the requirement to serve a wider range of languages,

particularly languages with multiple fronting.

Another important concept which comes from the ERG is the sentential force feature (SF). It

is a feature appropriate for events, and its possible values include proposition and guestion, as well

as a type which underspecifies between them, prop-or-ques. This feature is part of the semantic

representation (MRS),

and it is set to ques in particular by interrogative clauses.

The ERG has a hierarchy of interrogative clauses inspired by Ginzburg and Sag 2000; subse-

quently, the Grammar Matrix posits a type interrogative-clause (137) which I use for my analysis

when I posit a wh-ques-phrase as a subtype of interrogative-clause (§6.3, example (204)).
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(137) |interrogative-clause

SYNSEM|LOCAL|CONT|HOOK [[INDEX|SF ques]|
HEAD-DTR|SYNSEM|LOCAL|CONT|HOOK
C-CONT|HOOK

Note how this rule identifies the semantic contribution of the phrase (C-CONT) with that of the
head daughter’s semantic HOOK. This is true of all head-compositional phrases in the ERG and
consequently the Grammar Matrix. This means, in particular, that if a structure is [SF prop], it
can never be the head daughter of an interrogative-clause because the daughter’s semantics is then
not unifiable with the mother’s. If it is [SF prop-or-ques] however, it can.

The SF feature is used in the ERG and subsequently in the Grammar Matrix instead of Ginzburg
and Sag’s (2000) messages (111) to model the distinction between declarative, interrogative, and
imperative semantics. The possible values for SF are prop for ‘proposition’ or gues for ‘question’
(along with a few other values serving e.g. the imperative constructions). These are atomic; no
further structure is appropriate for them. The main disadvantage of this from the point of view
of modeling wh-questions for the Grammar Matrix is the inability to treat wh-words as question
parameters of the right clauses in complex sentences. For example, the English sentence (138)
is a polar question which embeds another question. The embedded questions is about a referent

which is the subject of a clause which is itself a complement of the embedded verb seem.
(138) Does Kim know who seems to have arrived? [eng]?’

The version of the ERG which still had messages assigned a fairly elaborate MRS for (138), as
shown in Figure 4.1. In this MRS, there are various messages (the m relations) which are linked
to different event (e) variables though there is no direct correspondence to Ginzburg and Sag’s
(2000) PARAMS feature.”® In principle though, those m(essage) relations are where the feature

would be.

2Thanks to Guy Emerson to suggesting this particular example as illustrative.

28Emily M. Bender (p.c.) recalls that at some point she did start implementing the PARAMS feature in the ERG but
that work never made it into the ERG releases.
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[mrs
LTOP h1l h

SE ques
—|TENSE  pres
INDEX MOOD indicative
PROG
PERF

_seem_vto<18:23>

_arrive_v_1<32:39>
_ LB 'j LBL h
proper_g<5:8> Hamed<5:83 _know_v_1<9:13> which_gq<14:17> S-F ques e
LBL 14 t armees B person<14:17> — ques rop-or-gues
1 o . 8L h . LBL h |TENSE  pres SF i-mf.; uAI- que
RELS arco ][] | o | ARGO | [LeL n | [arRGo | ARGO MooD  indicative || | ARco TENSE  untensed
RSTR | |care o | ARG arco [i[¥] [ |rsTR h ROG. 220/ mooD  indicative
BODY h ARG2 h BODY h PERE - PROG
L PERF  +
ARGL [i17]
ARG1
|ARG2  [n1g| h | bl
qeq qeq qeq qeq qeq
HCONS < HARG [n1]|, |[HARG [ng]|, |HARG L [HARG  [n13]|, [HARG >€9 “null®
|LARG  [n2]| [LARG  |ng]| |LARG  [n1s]| [LARG  [nic]| [LARG  [n1d]

Figure 4.2: An MRS provided by the ERG-2018 to the sentence Does Kim know who seems to
have arrived?

In the ERG-2018,%° the same sentence gets a shorter MRS structure (Figure 4.2). This structure
is different from the one in Figure 4.1 in several ways (they are separated by about 12 years of
development) but what is relevant here is that there are no more m(essage) relations; instead,
the SF feature is specified for each event. There are two questions in the sentence, as before
(the second one is now underspecified between question and proposition), but the relations that
represent the word who (which person) could no longer be linked to either one. The variable x/1
is only a semantic role in the _arrive_v predication.

Head-subject and head-complement structures are [SF prop-or-ques] in the ERG and in the
Grammar Matrix. This means such structures can be treated as intonation questions, but, unless

further work is done, it leads to licensing sentences like (139).
(139) *I ask Kim arrived. [eng]

Unless additional work is done on the analysis, (139) will be licensed by a Matrix-derived grammar
which specifies ask as a question-embedding verb. Kim arrived, because it would be licensed by

the head-subject rule, is [SF prop-or-ques] and can be embedded by ask which constrains its

29 Available via svn checkout http://svn.delph-in.net/erg/tags/2018
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complement to be [SF ques].>® It is not possible to say, in DELPH-IN JRF, that the verb embeds
[SF ques] but not [SF prop-or-ques] clauses because gues is a subtype of prop-or-ques and as such

unifies with it. I present a partial solution to this problem in §6.2.

4.2.2 Other DELPH-IN grammars

BURGER (Osenova, 2010) is a Matrix-based grammar of Bulgarian ([bul]; Indo-European). Bul-
garian is a Slavic language and it is similar to Russian in that it has multiple fronting in constituent
questions (§2.5.2).>! BURGER does not cover multiple constituent questions but does have an
account of single questions as well as relative clauses for which it required some revisions to
Matrix core types which my work ultimately also required, such as relaxing the QUE constraints
on phrase structure rules such as the subject-head rule so as to allow wh-words in non-fronted
positions (§6.5.2). Furthermore, BURGER does not necessarily employ extraction and head-filler
rules to license questions. Instead, a question like (140) will be licensed by a regular subject-
head rule, without extraction. The question semantics is achieved by identifying the SF value of
the verb with that of its subject (141).3? It is not clear to me how to generalize this analysis to
long-distance dependencies where it appears one must have a filler-gap rule.

(140) Koe Kyue nmaeme?

Koe kuche  laeshe

which.NOM dog.NOM bark.PST
‘Which dog was barking?’ [bul] (BURGER test suite)

(141) [main-verb-lex
SYNSEM|LOCAL|CONT|HOOK|INDEX |SF [0]
ARG-ST|FIRST|SYNSEM|LOCAL|CONT|HOOK |INDEX|SF [0

3In the ERG, this problem is avoided using a fairly elaborate solution which relies on some special prop-
erties of English subjects; at present, I did not try to adapt that solution to the Grammar Matrix cross-
linguistic context. The solution is informally discussed here: https://delphinga.ling.washington.edu/t/
complementizers-and-embedded-questions/475/307u=o0lzama

3IThere are also differences, in particular with respect to optionality of fronting. Bulgarian requires that all question
phrases obligatorily front (Rudin, 1988, inter alia).

32This is a departure from the semantic analysis adopted in the Grammar Matrix, as this requires giving SF values
to non-event variables (e.g. referents).


https://delphinqa.ling.washington.edu/t/complementizers-and-embedded-questions/475/30?u=olzama
https://delphinqa.ling.washington.edu/t/complementizers-and-embedded-questions/475/30?u=olzama
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RRG, the Russian Resource Grammar (Avgustinova and Zhang, 2009), has not provided me
with a lot of material as of yet because it does not cover questions and overall focuses more on
lexical coverage than syntactic. I would like to integrate my work with this grammar in the future,
however, to make use of the morphological analyzer and the rich lexicon.

Jacy (Siegel et al., 2016) is a DELPH-IN grammar of Japanese; Zhong (Fan, 2018) is a
DELPH-IN grammar of Mandarin [cmn] and Cantonese [yue] Chinese (Sino-Tibetan).?* I con-
sulted both Jacy and Zhong when I was modeling question particles (§6.4).

4.2.3 Analyses used for LING567 at University of Washington

Emily M. Bender put together instructions for how to model constituent questions for a grammar
engineering course taught annually at University of Washington.>* The instructions include anal-
yses for second position clitics (intended for polar questions) and two analyses for wh-questions,
one for English and one for an abstract in situ language (§2.5.5).

Second position question clitics are analyzed as modifiers that attach to the right of the word
they modify,?® and insist that that word be the initial thing in the sentence. Bender comments that
there is no claim that the proposed analysis is necessarily comprehensive but that it has worked for
Russian and other languages, in the context of the grammar engineering class. While the second
position clitics in LING567 were intended for polar questions, this strategy is used to form wh
questions as well, e.g. in Malagasy (Potsdam, 2004). I directly used this analysis in my analysis

presented in §6.7.2.

3 Jacy originally stood for “JApanese in Cooperation with YY”, YY being a technology company. Jacy is not
usually spelled as an acronym, partly because the work on the grammar long survived YY. Zhong is for the first
character of Zhongwén which means ‘Chinese’.

3nhttp://courses.washington.edu/1ing567/2017/1ab6.html

33 Clitics attaching to the first phrase (rather than the first word) also exist but are not covered in this analysis.


http://courses.washington.edu/ling567/2017/lab6.html
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4.2.4 Other Grammar Matrix libraries

My work builds directly on the analyses that already exist in the Grammar Matrix. In addition
to the Matrix core which mainly comes from an earlier version of the ERG, there are multiple

libraries which made my work possible and informed the new analyses I added to various degrees.

4.2.5 Libraries which support interacting phenomena

In terms of libraries which provide me with the ability to test constituent question analyses on
sentences that contain other syntactic phenomena as well, I rely first and foremost on the basic
word order library (Bender and Flickinger, 2005; Fokkens, 2014) which provides a treatment for
basic word order which relies on the notion of head-initial and head-final phrase structure rules
and constrains the valence lists so as to block unwanted ambiguity, as explained regarding the
head-subject rule example (86) in §3.4. This library also provides the noun-determiner order and
the auxiliary order support. The next most important library for this work is the lexicon which
was in the Grammar Matrix customization system from the start (Bender and Flickinger, 2005)
and which was further expanded and improved by Matrix developers, most notably Drellishak
(2009b), and which interacts with the case library added by Drellishak (2009b). All of these
libraries required some modifications in order to support constituent questions, which will be
mentioned where appropriate in Chapter 7.

Another library on which I heavily rely in this work is the morphology and morphotactics li-
brary (O’Hara, 2008; Goodman and Bender, 2010; Goodman, 2013). It allows the user to specify
various lexical rules which furthermore are organized into position classes. The position classes
can be specified to take all or only some of lexical types as input. The orthographies associated
with the lexical rule types are added as lexical rule type instances. The library also offers func-
tionality to make special flags available in the questionnaire for lexical rules, which are then only
used internally but are ultimately translated into appropriate HPSG feature-value pairs, such as the
ques value for the SF feature on the customization side, if the user specifies a lexical rule which

is part of an interrogative paradigm (§2.8). The user does not specify a value for the SF feature
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directly; rather, the user choice is interpreted this way by the customization system.

I use a number of other Matrix libraries to a smaller extent, mainly to be able to include in
the test suites specific examples from specific languages with whichever phenomena happen to
be present in the sentences in addition to constituent question-related phenomena (see Chapter
8). These libraries include adnominal possession (Nielsen, 2018), valence change (Curtis, 2018),
tense, aspect, and mood (Poulson, 2011a), and coordination (Drellishak and Bender, 2005). It is

not crucial to understanding this work to know how they are organized.

4.2.6 Libraries which have analyses directly interacting with constituent questions

Some of the phenomena currently supported by the Grammar Matrix are directly related to con-
stituent questions in terms of the syntactic mechanisms involved. They include polar questions
(Bender and Flickinger, 2005), clausal complements (Zamaraeva et al., 2019), and information
structure (Song, 2014).

The polar questions library (Bender and Flickinger, 2005) supports several kinds of yes/no
matrix questions: (i) intonation, by default (the SF feature in simple clauses is underspecified
between proposition and question); (ii) morphological marking (question semantics is added to
the verb which goes through the lexical rule that the user specified for this purpose); subject-
auxiliary inversion (a set of appropriate phrase structure rules and a lexical rule which turns an
auxiliary into an inverted auxiliary is emitted by the customization system if the user checks this
box); and particles. Previously the library simply asked the user to enter the spelling for a particle.
The customization system would then add a complementizer subtype for it. I substantially extend
the functionality with respect to particles (§6.7).

The library for clausal complements is primarily my own work (Zamaraeva et al., 2019). The
library is organized as follows. The user may specify complementation “strategies”, and each will
be associated with one clause-embedding verb type in the grammar. The complements of such
verbs can then be specified with respect to various features, via the questionnaire, which will then
be properly interpreted by the customization system. With this work, I add the distinction between

proposition-embedding and question-embedding verbs to this library (§6.2).
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Some of the aspects of my analysis of clausal complements ended up being revised in the
context of this dissertation as it turned out they did not generalize well. The most relevant bit
here is the INIT head feature.® Originally, the clausal complements library would constrain the
head complement rules to be INIT — or + in the case the language has free word order, but the
question particle or complementizer can only appear strictly before or after its complement. That
does not generalize to ditransitive clauses, however. For examples like (142), we need first the
head-complement rule to apply and then the complement-head rule.

(142) W Ban Maiu-e Jan KHUT-Y

Ivan Mash-e dal knig-u

Ivan.NOM Masha-DAT give.PST.3SG book-ACC

‘Ivan gave a book to Masha.’ [rus]
But because INIT was a feature of heads, a (headed) rule can’t just check that the head daughter
has that property without taking on the property for the mother. So, licensing (142) would not be
possible if the complement-head rule mother were constrained to be INIT —, as it would be under
the original clausal complements library analysis. A better and indeed a simpler analysis is to
constrain the Complement Head Rule to be HEAD +nv,3” which is also in line with the traditional
HPSG approach to use disjunctive HEAD types to constrain phrase structure rules. I implement
this change as part of this work.

The Grammar Matrix information structure library (Song, 2014) provides analyses for var-
ious ways of marking topic, focus, and contrast found in the world’s languages. It uses filler-
gap (133) and extraction (134) rules (see §4.2.1) for topicalization and modifier-like particles for
focus marking. This makes this library highly relevant to my constituent questions library and
ideally there would be a high degree of integration between the two. In reality I have not yet
achieved this much desirable integration because of the relatively high complexity of the infor-

mation structure library and the fact that it did not fully support all word orders, particularly free

36Recall that a head feature is a feature appropriate for the type head, and that all head features are by default
passed up from head daughter to mother, in HPSG.

37+nv is a disjunctive type for nouns and verbs; a structure that is of type noun will unify with it, and so will a
structure of type verb.
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word order which I used in my Russian development grammar (§8.3). As of now, it is possible
that some combination or user choices may lead to superfluous filler-gap rules in the grammar or

to a conflict in the specification of the subject extraction rule customized by both libraries.

4.3  Summary

In this chapter, I talked about the theoretical foundations to which my analysis relates and pre-
sented some DELPH-IN grammar engineering work on which my dissertation directly builds. The

next chapter describes the general methodology of my work.
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Chapter 5

METHODOLOGY: TEST-DRIVEN DEVELOPMENT AND
EVALUATION ON HELD-OUT LANGUAGE FAMILIES

Adding libraries to the Grammar Matrix has a fairly established methodology (Bender et al.,
2010b). Here I describe the methodology in general so that the reader can better understand the
principles which were guiding my library design and development (Chapters 6—7). In Chapter 8,

I describe how exactly I carried out the testing and evaluation methodology.
5.1 The goal of Matrix library development

The goal of creating a new library for the Grammar Matrix is adding testable support for a new
syntactic phenomenon. For example, with this dissertation, I add support for constituent questions,
which means that the user should now be able to automatically obtain from the system a grammar
which can pair sentences containing constituent questions with syntactic and semantic representa-
tions, for a range of languages. In particular, the semantic representations should be well-formed
and standard for the Minimal Recursion Semantics formalism (§3.2.2). In other words, the MRS
structure for sentences from different languages which mean more or less the same thing will

often be similar.’

The exact shape of the syntactic structure is less crucial so long as it helps
construct the correct semantic (MRS) structure while correctly modeling grammaticality. Central

to the methodology and to the goals of the Grammar Matrix system as a project is that these

IThis does not always have to be the case though. For example, the MRS for the Korean sentence (i) should
probably have a predication for possibility whereas its English equivalent does not have one (assuming (i) is the
best translation for the English I can eat glass).

(i) na-neun yuri-leul meok-eul suga iss-ta
[-TOP  glass-ACC eat-PROSPECTIVE POSSIBILITY have-DECL

‘I can eat glass.’
(Lit.: “The possibility of my eating glass exists.”) [kor] (Provided by Emily Proch Ahn.)
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grammars and analyses are tested on diverse natural language data, both during the development
(giving rise to something like fest-driven development (§5.7)) and after the development is frozen,

for evaluation.

5.2 Typological literature review and illustrative languages

To achieve the goal of adding support for a new phenomenon to the Grammar Matrix system, any
library developer starts with language data along with any existing analyses, usually aggregated
from typological overviews such as Shopen 2007 and any other, often syntactic, literature which
gives examples of how the phenomenon manifests itself in the world’s languages. This typological
and syntactic literature review allows the developer to identify illustrative languages which will
guide the library development starting with the web questionnaire (in fact, the questionnaire is
more or less a summary of the typological literature on the phenomenon), and aggregate sentences
from those languages into fest suites. At the same time, the developer notes various typological
characteristics of each illustrative language, such as basic word order, case system, etc. This
allows the developer to model the illustrative languages in the Grammar Matrix web questionnaire,

which yields baseline specifications for them.
5.3 Languages as specifications + test suites

For the purposes of testing the Grammar Matrix customization system, languages can be repre-
sented by a pairing of a specification (set of typological choices, lexical entries, and morphological
rules) that can be customized and a test suite of sentences which the grammar can be run on. This

concept makes it convenient to add artificial, or pseudo- languages to the testing pool.

5.4 Pseudolanguages

While the new library questionnaire design is guided by illustrative languages, usually the devel-
oper wants to test additional combinations of choices that are made available to the user which are
not necessarily present in the illustrative languages or, more importantly, which it is not possible

to express in the illustrative languages within the scope of what the Matrix can do. In other words,
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pseudolanguages make it possible to map out the space of possible analyses provided by the library
and also to focus on testing specific parts of the customization system while potentially abstract-
ing away from other parts. Pseudolanguages are merely specifications that correspond to some
particular ways of filling out the web questionnaire, paired with test suites which illustrate what
the grammar of this pseudolanguage should and should not generate (parse). The goal is to only
include pseudolanguages which make sense typologically, although in principle, because they are
not real language data, there is a danger here of including something that does not actually exist.?
Example (143) illustrates a pseudolanguage® where subject-auxiliary inversion is grammatical in

embedded clauses (unlike in English where it is only grammatical in main clauses).
(143) I wonder what do the dogs chase? [pseudolanguagel ]

Such a pseudolanguage is needed to test whether such typological possibility, which I make avail-
able in my new constituent questions library questionnaire, works as expected. This pseudolan-
guage uses English words; that is convenient when a quick association with a phenomenon found
in English is desired, and in general improves readability. In other cases, pseudolanguages might
use code words like noun or tverb (144). This second option helps avoid bias when reading the
test suites but may make it harder to remember or understand what the sentence is supposed to

mean (though in each case, the meaning can and should be accessed via the MRS).

(144) nounl tverb noun2 [pseudolanguage?]
5.5 A complete pseudolanguage example

For a complete example, consider a language characterized by obligatory single fronting of the

question phrase in main clauses as well as SVO word order and no determiners, no case marking,

%In practice, I experienced the opposite: I had thought interrogative paradigms were likely to be the same for
polar and constituent questions in one language, and I was wondering whether including an analysis for separate
paradigms, which I developed and tested with a pseudolanguage (§6.8), was meaningful. In the evaluation stage,
I did come across a language that does have separate paradigms (§8.5.7).

3Incidentally, (143) is possible in some varieties of English but here it is intended to illustrate a pseudolanguage.



no person distinction, and no auxiliaries.

4

following test suite (145):

(145)

cat sleeps

*sleeps cat

cat sees house

*cat house sees

who sleeps?

*sleeps who?

what cat sees?

*cat sees what?

*cat what sees?

cat sleeps in house
where cat sleeps?

*cat sleeps where?
*where sleeps cat?

*cat where sleeps?

cat sees cat in house.
what cat sees in house?
*cat sees what in house?
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Such a pseudolanguage may be illustrated by the

and by the following grammar specification obtained with the Grammar Matrix web questionnaire

(146):

“Pseudolanguages in the Matrix often purposefully minimize complexity so that an analysis for a particular phe-
nomenon can be tested “on its own”, with minimal interaction with other phenomena.



(146)

version=32
section=general
language=wh-svo-sg-oblig-min
section=word-order
word-order=svo
has-dets=no
has-aux=no
section=person
person=none
section=case
case—marking=none
section=wh-q
front-matrix=single
matrix-front-opt=single-oblig
section=lexicon
nounl_det=imp
nounl steml orth=cat
nounl steml pred=_cat_n_rel
noun2_det=imp
noun2_steml_orth=house

noun2_steml pred=_house_n_rel

noun3_name=wh

noun3_inter=on

noun3_det=imp
noun3_steml orth=who

noun3_steml pred=_person_n_rel

noun3_stem2_orth=what

noun3_stem2_pred=_thing n rel

verbl valence=intrans
verbl_steml_orth=sleeps

verbl_steml pred=_sleep_v_rel

verb2 _valence=trans
verb2 steml orth=sees
verb2_steml pred=_sees_v_rel

advl name=wh-loc
advl_steml_orth=where
advl_steml pred=_place_n_rel

advl inter=on
normadpl_steml_orth=in

normadpl_steml pred=_in p_rel

normadpl_order=before
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The specification is input to the customization system which outputs a grammar; the grammar can
then parse the test suite, and the grammarian can inspect the results and see what bearing they

have on her hypothesis.’
5.6 Language test suites

Language test suites consist of grammatical and ungrammatical sentences from a particular lan-
guage (real or artificial) which illustrate primarily the phenomenon for which library support is
being added. The methodology I follow suggests using at least several illustrative languages
(for example, five) and systematically mapping out the space of typological possibilities which
is covered by the artificial (pseudo)languages, of which there are usually several dozen. It is not
always possible to actually test out all of the questionnaire combinations exhaustively because
there may be thousands of them; in such cases, combinations which occur more often in typo-
logical literature usually take priority. To compile a test suite for an illustrative language, the
Matrix developer usually searches the descriptive grammar or uses native speaker expertise if
available. The test suite focuses on exemplar sentences for the phenomenon for which the Matrix
developer is adding support and often also contains sentences illustrating basic sentence structure.
Sentences containing constituent questions along with other phenomena are included “as is” if
these other phenomena are already covered by the Grammar Matrix. In cases when example con-
stituent questions from a descriptive grammar contain phenomena which are not being modeled
and are not already present in the Grammar Matrix, the developer may have to simplify/modify
the sentences. In such cases, it is ideal to get judgments on the resulting modified sentences from a
native speaker; unfortunately that is not always possible to do. The expected practice is to clearly

indicate the provenance of each example.

SSince the specification is elicited via the web questionnaire and the “results” here mean a sentence was either
assigned a meaningful semantic representation or not, such results can be informative for any linguist, regardless of
their theoretical preferences. In practice, it may currently be easier to use the system if one is familiar with HPSG.
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5.7 Test-driven development

A Matrix developer who wishes to add support to the system for some syntactic phenomenon will
always start with the existing version of the system, which can be considered baseline. Baseline
grammars obtained from the Grammar Matrix will parse some sentences from the language but
normally not the ones which exhibit phenomenon for which the support is yet to be added. At
the same time, a baseline grammar usually already tests a lot of what constitutes the scaffolding
for the new library. For example, all languages need word order specifications as well as a
minimal lexicon. It therefore makes sense to start with this baseline system (and the grammars
that it can output) and with a test suite which has all the sentences that one ultimately wants to
be covered,® and incrementally build support for the new phenomenon while constantly testing
what effect each addition had. Each illustrative and pseudolanguage specification is customized
by the current version of the customization system and then the output grammar is run on the
test suite. If any grammatical sentences are not parsed or any ungrammatical ones are parsed, the
developer investigates and either “fixes the problem™ in the customization system (which will,
at the initial stages, mean including the initial analysis for the phenomenon being modelled!) or
concludes the test suite should be modified because there is a mistake there or because treating
the sentence correctly is beyond the scope of the project for an independent reason. Once the
developer is happy with the structures which the customization system assigns (or correctly fails
to assign) to each sentence in a test suite, the pairing of the test suite and the corresponding
MRS structures can be considered a regression test (§5.9). Such tests can be all run for each
modification to the customization system. This way, the developer can ensure that the previous
state of the customization system is not negatively altered by any new addition. This is loosely
parallel to the concept of test-driven development in software engineering (Beck, 2003)’ where

first tests are written and then code is added to the program until all tests pass.

0f course in practice the developer starts with some set of sentences and may add to it later.

"Beck (2003) is often credited for “rediscovering” the concept of test-driven development. He made the term
popular as well as the practice. The concept probably long predates his book although there is no other canonical
citation.
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One of the reasons to work in a test-driven fashion is also that it helps break the work into
smaller, tractable chunks. It is usually not realistic to first draw complete HPSG analyses on paper
and fully commit to them, and then implement those analyses in one go (along with customization
logic, which would have also been drafted on paper)—and only then evaluate them on test suites
from various languages. Test-driven development is thus also a strategy for incremental analysis.

Finally, test-driven development in the Matrix context is also data-driven development, since
tests are linguistic data (sentences). This is another reason why this practice became established
in Grammar Matrix development; it reflects the philosophy of starting from data and prioritizing

semantic representations as the result of the analysis.
5.8 Methodology for developing library parts

Each library has a web questionnaire associated with it, some lexical and phrasal types which
provide the general analysis and support for the phenomenon, integrated into the already existing
type hierarchy, and some programmed logic which customizes those types into a specific grammar
given a language specification as defined above. The most central feature of the methodology of
developing all three parts is that it is data-driven; the developer starts with a test suite of sentences
and works on the system until the coverage over the test suite is satisfactory. Each component
however has its own features that bear on the specifics of the methodology, as discussed in this

section.

5.8.1 Web questionnaire

At the surface, the web questionnaire is a menu of choices which allows the user to specify a
language along some typological dimensions (as well add lexical entries and morphological rules).
The questionnaire serializes those choices as text and outputs a machine-readable specification.
The customization system can then create a grammar from that specification. At the same time,
the questionnaire is also a summary of typological and sometimes theoretical syntactic literature,
because the choices which the questionnaire exposes represent typological combinations attested

in the literature. Thus adding a new subpage to the questionnaire is both programmatic and
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linguistic-analytical work. The programmatic part involves writing a new web page using special
syntax developed for the Grammar Matrix by Drellishak (2009b) which interfaces with HTML
and JavaScript. The analytical part of the work has to do with mapping typological literature to
a set of menu choices which are meaningful in the context of DELPH-IN HPSG in general and
the Grammar Matrix in particular. It is essentially about how to turn the space of possibilities
that the system can output into a set of questions that can be asked of the linguist. Along the
way there are design decisions related to what is presented on which page. For example, question
particles are relevant to both polar and constituent questions but those are separate libraries in
the Matrix and separate web pages in the questionnaire. A design decision that I made here
was to contain all specification of particles in the Polar Questions web page and to enrich it
with some user choices regarding constituent questions. Other examples include presenting a
phenomenon as a set of “strategies” (blocks of inter-related choices) as was done, for instance,
in the coordination (Drellishak and Bender, 2005), negation (Crowgey, 2013), clausal modifiers

(Howell and Zamaraeva, 2018), and clausal complements (Zamaraeva et al., 2019) libraries.

5.8.2  Type hierarchy and core analyses

As explained in §3.4, the Grammar Matrix consists of a “core” grammar included in all grammars
it produces, and a set of libraries. The core types are or at least should be stored in the file called
matrix.tdl.® Any new library is expected to use the Grammar Matrix core type hierarchy
(§3.4) as much as possible. In other words, any new type added by the developer will fit in the
overall hierarchy, and it is best if it does not duplicate any constraints where it can use an existing
supertype.

Some types added in the context of a new library may be core, if they are expected to be used in
any grammar which covers the phenomenon in question (and if all languages are expected to evince

the phenomenon in question). For example, any grammar which covers constituent questions will

8In practice it is possible that a type which is not strictly speaking core ends up in matrix.tdl, and vice versa, a
type that should be there is stored elsewhere in the system. This does not necessarily lead to undesirable behavior
(so long as the customization logic ensures that the right set of types is added to the grammar) but is nonetheless
wrong from the conceptual point of view.
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use the QUE feature (§3.1), and so the types which ensure appending or propagating QUE are parts
of the core (and live in matrix.tdl). On the other hand, the YNQ feature, for example, is only
used in languages with second position clitics and so it is not necessary for it to be in the core.
To summarize, the newly added types should be well integrated into the existing hierarchy (not

duplicating any constraints) and ideally in line with other analyses in DELPH-IN HPSG.

5.8.3 Customization

In principle, programming the customization should start with first fully drafting the logic which
takes as input a language specification and outputs customized types with existing sets of con-
straints as supertypes. Using Bender and Flickinger 2005 as an example, the developer might
start with the task of programming customization for word order given the basic head-subject and
head-complement rule types and their supertypes, as well as the head-final and the head-initial
phrase types (87). The customization logic with respect to this portion of the grammar then is
simple to draft and implement: if the language is specified as SV, then the head-subject rule is
customized to have the head-final parent; if the language is VS, the head-initial parent. But even
in such a simple case, some additional constraints play a role, such as the empty vs. nonempty
CcoMPS list to ensure high vs. low subject attachment to avoid spurious parses in SVO and OVS

orders (147a)—(147b).
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(147)
a b.
Ssubj—head Shead—comp
NP VPhead—comp o NP
/\ i Vsubj-head
[HEAD-DTR|COMPS ()]
V NP A

NP
v

[COMPS (NP)]

Because of the range of combinatorically possible language specifications which cover not only
basic word order but other phenomena as well, in practice customization is often programmed
in the test-driven fashion, using a limited number of choice combinations (specifications) and
focusing on a small number of natural language specifications and test suites. Ideally any ad hoc
solutions and artifacts of incomplete or misguided analyses are eradicated or at least improved
at the editing/review stage, when the developer documents the logic that was implemented and
can notice if some of it does not make sense and would only be working by accident or is doing

duplicate work and can be removed.’
5.9 Regression testing with illustrative and pseudolanguage test suites

As explained above, throughout the process of adding new types or new customization logic
to the system, the developer tests any modifications to the system with respect to a number of
illustrative and pseudolanguages. This process is called regression testing, and the Grammar
Matrix has a regression testing system associated with it (Bender et al., 2007). Pairings of language

specifications and test suites are stored along with the gold semantic representations in the MRS

%I can testify to this: I found multiple spurious constraints which my customization logic was adding to some of
the types, when I was writing Chapter 7 of this dissertation.
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formalism. In principle, the developer could even hand-craft the gold standard although in practice
this is usually not done and a new test is stored only once the Grammar Matrix can actually produce
a set of gold MRS for a given test suite given a language specification. Once such a test is stored,
it can be run at any point, which means a grammar will be created by the current version of the
customization system and the resulting MRSs will be compared with the stored gold results. If
the results are identical, the developer can be reassured that the newly added modifications did not
interfere with the previous analyses in any negative way; in other words, the system still produces
correctly behaving grammars for all other languages which had been tested before (if all existing

tests were run).
5.10 Evaluation with held-out language families

After all of the previous stages are completed and all the development is frozen, the developer
performs evaluation on ‘held-out’ languages. This is always the final stage in adding a library to
the Grammar Matrix (apart from any associated writing/documentation).

The goal of the evaluation stage is to assess how the Grammar Matrix system, with the newest
additions to it, is doing with respect to modeling the given phenomenon in a random set of
languages. Due to time constraints, the number of languages for evaluation has traditionally been
5. Each language must come from a language family which was not already used for this library,
so, each evaluation language will be from a different language family and one not represented
in the illustrative languages, nor in the typological review. This does not mean however that the
developer has never heard of the language before or has not seen examples of other phenomena
from this language at some point.

For each held-out language, the developer puts together a test suite focused on the phenomenon
for which the developer is adding support (with some other phenomena inevitably also present)
and then fills out the questionnaire. This way, the developer can assess how well her analyses
constructed for development languages and informed by typological literature generalize, and
how well the analysis for the newly supported phenomenon interacts with the existing analyses

for other phenomena.



104

5.11 Documentation

Each Grammar Matrix library has a corresponding documentation page on the DELPH-IN wiki. '
There is no unified format for this, but the goal is to explain informally what the library is covering,
what the limitations are, and how to fill out the questionnaire properly. References to the literature
used in development are usually provided to some extent. Usually but not always, there are also
publications associated with the libraries (e.g. Bender and Flickinger, 2005; Drellishak, 2009a;
Poulson, 2011a; Howell et al., 2018; Zamaraeva et al., 2019) as well as Master’s and PhD theses,

like the present work.
5.12  Summary

This chapter described the general methodology of adding a new library to the Grammar Matrix.
In this dissertation, I closely followed the process described above. The analyses presented next in
Chapter 6 were developed as illustrative, using the test-driven methodology. The new questionnare
and customization are summarized in Chapter 7. The details about the testing are presented in

Chapter 8.

Ohttp://moin.delph-in.net/MatrixDocTop. At the time of this writing, the DELPH-IN wiki was in the
process of migrating from moin.delph-in.net to https://github.com/delph-in/.


http://moin.delph-in.net/MatrixDocTop
moin.delph-in.net
https://github.com/delph-in/
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Chapter 6
ILLUSTRATIVE ANALYSES FOR CONSTITUENT QUESTIONS

This chapter presents HPSG analyses which illustrate the support I add to the Grammar Matrix
for a range of phenomena associated with constituent questions. The chapter is organized around
data from “illustrative languages™ (§5.2). I use five illustrative languages: English, Japanese,
Russian, Yukaghir, and Chukchi. Additionally, the reader will see several artificially constructed
datasets and pseudolanguage specifications, where I was not able to use a real language (mostly
due to time constraints but, in some cases, because I do not know whether such languages exist but
still want to hypothesize a combination of some typological dimensions and see what an analysis
for such a language would look like). In this chapter, I use English as the illustrative language
in more than one section: for the analysis of question words, complex clauses, and fronting. In
the case with question words and complex clauses, such analyses are intended to work for all
languages and were tested with all illustrative languages, not only English. Admittedly, the two
illustrative languages that I myself speak are both Indo-European (English and Russian). I do not
speak any of the other languages presented here. For languages I do not speak, I did my best to
not alter examples from the literature or, where I had to alter them, to consult native speakers; I
clarify this in footnotes where needed. Even with unaltered examples, when one does not speak
the language, the view on the grammar is of course rather narrow, limited to the few examples
that were considered. With such a view, it would not be appropriate to make claims about any
language as a whole. But remember that this work assumes the method of fragments (Montague,
1974), implying that a fragment is meaningful so long as it is fully formalized and extendable
(or revisable), and that ultimately the goal of these illustrative grammars is to model a range of
typological possibilities, not so much to present individual grammars from a language expert’s

perspective. The goal of this chapter is primarily to set the scene for the discussion of the library
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in Chapter 7; without discussing analyses for individual languages first, the description of the
library would likely be hard to relate to for readers who are not themselves Grammar Matrix
developers. This chapter presents the analyses for individual languages separately so as to make
clear how the analyses themselves work. The next chapter then presents how these analyses as

well as other possible analyses are obtained automatically from the Grammar Matrix system.
6.1 Question phrases and lexical items. Illustrative languages: English, Russian (Indo-European)

Question words occur in all languages and are usually necessary to form a constituent question
(Dryer, 2013b). I use English as the illustrative language for an exposition in this chapter, but
indeed any language could be used, and all of the illustrative and artificial languages which are
included in this work use this analysis of question words and phrases.

The range of question words I cover in the new constituent questions library for the Matrix

includes question pronouns (148)—(150), question determiners (151), and question adverbs (152).!
(148) What did you do? [eng]

(149) Who did you see? [eng]

(150) Who saw whom? [eng]

(151) In which city do you live? [eng]

(152) Where did you go? [eng]

When laying out this chapter, I wanted to present lexical types separately from phrasal types,
because of the importance of lexical types in a lexicalist framework such as HPSG. I therefore had
to decide whether to present the lexical types for question words first (before any full sentence
analyses are presented) or last. I decided to present them first, so that in the later sections, the
reader can refer back to the lexical types whenever they wonder how exactly the lexical types are

involved in the analyses. However this means that in this section, the reader has to assume an

analysis at the phrasal level. Because I used English as the illustrative language here, the reader

'Question verbs, which only occur in some languages, are also covered and presented separately in §6.9.
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can always assume an analysis like in the English Resource Grammar, which was briefly presented
in §4.2.1 and which is available via the web demo.? I will provide sample simplified trees from
the ERG, however the focus of the below sections is on the semantic contribution of the lexical
types which is best seen in the MRS figures. The details of how such semantic representations

are constructed by the syntax follow in the later sections focusing more on the phrasal types.

Question pronouns

In the analysis I present here, the main function of all question words, including pronouns, is to
ensure the sentence containing the word has a semantic structure which reflects a question about
the constituent to which the word refers. Recall from §4.1.3 that this is done by introducing
a QUE dependency. The QUE dependency helps model the distribution of question words and
their correlation with question semantics in several ways: in constraining the filler of the filler-
gap rule to being a constituent that contains a question word; in triggering the phrase structure
rule that produces question semantics when an in situ wh-word is present; and in modeling pied-
piping (§2.5.3). In addition, the MRS representation of the sentence (§3.2.2) must include an
appropriate quantifier (conventionally coded as which_q_rel in the DELPH-IN formalism) binding
the right variable.

Consider a lexical type for wh-pronouns, wh-pronoun-noun-lex (153).

’http://delph-in.github.io/delphin-viz/demo/.

3This analysis is based on one proposed by Emily M. Bender for her grammar engineering course.


http://delph-in.github.io/delphin-viz/demo/

(153)

wh-pronoun-lex
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SYNSEM

LKEYS|KEYREL
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This type is like a personal pronoun, except its RELS (relations) list contributes a which-quantifier
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>
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LBL ]
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REL|LIST ()
|SLASH|LIST ()

quant-relation
PRED which_g_rel
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)
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instead of an existential one, and it has a nonempty QUE-list so as to introduce a long-distance

dependency, as explained in §4.1.3.* Like personal pronouns, this type does not allow determiners

or complements, does not itself serve as a specifier or a modifier, and has a quantifying relation

in its semantics that is properly linked to the noun predication. Assuming an analysis like in the

ERG (154), this lexical entry will give rise to the NP node in the derivation for e.g. the English

who chases what?, if it is used in an English grammar with the corresponding orthography. I

present my version of the analysis later in §6.3.

“Note that QUE is of type append-list (§3.2.1). Using append lists instead of difference lists for nonlocal features
is an infrastructural change that I introduce to the system, which will be discussed later in §7.11.1 and §7.11.2.
Here, all that matters for the example is that there is an element on the QUE list, so that a long-distance dependency

is introduced.
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(1 54) Sﬁller—gap

lNON-HEAD-DTR QUE (X)]]

[1IINP VP ox-subj
|QUE ()]
‘ VP
who /\
\% NP

chases  what

The sample semantic structure that the question pronoun type enables is shown in Figure 6.1.
The main event (chasing) has two arguments which are linked to which person and which thing

(person and thing relations were supplied by the user; the quantifier comes from (153)).

[mrs
tTeP hilh
INDEX  [eZ][¢]

which_g_rel 7 [_chase_v_rel

which_g_rel
_person_n_rell |1 gy, "~ [{E h | |LBL [08 h | [ thing_n_rel 7 |weL h
RELS <LBL h3 h |,|arco ,|ARGD J1BL R0 h|,|aRc0 @ null
are0 [4[X] | |[RSTR [np h | |ARGL ARGD RSTR [h12 h
BonY [h7] h | |arcz [xd[X] BODY [h1g h
geq Qeq
HCONS (HARC— ,|HARE )@ null
|:LARC— } |:LHRC— }

Figure 6.1: The semantic structure for the sentence Who chases what.
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Question determiners

Question determiners (155)—(157) quantify nouns while creating a question about these nouns.
Semantically, they need therefore to introduce quantifiers; syntactically, they may agree with the

noun in case/number/gender (157) or not (158).

(155) Which person chases which thing? [eng]
(156) In which city do you live? [eng]

(157) B kakoii HBan npuexan ropoa?
V kakoi Ivan priehal gorod?
IN which.sG.Acc Ivan.NOM arrive.PAST.3SG town.SG.ACC
‘In which town did Ivan arrive?” [rus]

(158) W man CKOJIbKO UHMTacT KHUT?
Ivan skolko chitaet knig?
Ivan.NOM how.many read.PRES.3SG book.PL.PARTITIVE
“How many books is it that Ivan is reading?” [rus]
I introduce the following core type which inherits most of its constraints from the already
existing Matrix basic-determiner-lex supertype. In addition to those, this subtype for question
determiners has a nonempty QUE list, the sole element of which is linked to the SPEC’s element’s

index (159), introducing the dependency for the referent of the noun which the determiner quan-

tifies.’

>The spEC feature (Pollard and Sag, 1994) is used in HPSG to allow determiners to select for certain properties
of nouns to which they serve as specifiers. Compare this to the SPR feature which is used by nouns to select for
specifiers.
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(159)  [wh-determiner-lex
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HEAD MoD <>]
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ARGO
RSTR
QUEILIST (@)
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>

LKEYS|KEYREL

NON-LOCAL

Assuming an analysis like in the ERG, the semantic structure that the question determiner type
enables looks similar to the one for question pronouns (Figure 6.1), although while the pronoun
supplies both the quantifier relation and the noun relation from a limited set (_person_n_rel/_thing_n_rel),
the which_q_ rel relation will now be supplied by the determiner lexical type (159), and the noun
relation will be supplied by the quantified noun lexical entry, e.g. _city_n_rel for (156). A sample
derivation for (155) is given in (160). The semantic structure for (160) is the same as in Figure

6.1.
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6.1.1 Adverbs (question and not)

To account for sentences like (152), I need a lexical type for non-scopal adverbs. The Gram-
mar Matrix core already implements the distinction between non-scopal (161) and scopal (162)

modifiers (Flickinger, 2000, 2011; Crowgey, 2013; Trimble, 2014).6

(161) Every dog barked loudly. [eng]

(162) That athlete probably won every medal. [eng]

The idea is that the interaction between every and probably allows for two readings: in (162), one
reading has to do with the probability of winning each medal independently while the other with
the probability of winning all of them as a set. In terms of implementation, this difference is at
the level of the MRS (§3.2.2), specifically at the level of quantifier scope (hence the name scopal

vs. non-scopal). Non-scopal modifiers share their labels (LBL; “handles” which link predications

The first example (161) comes from the DELPH-IN wiki: http://moin.delph-in.net/ErgSemantics/
Design; the second example (162) was suggested to me by Emily M. Bender.


http://moin.delph-in.net/ErgSemantics/Design
http://moin.delph-in.net/ErgSemantics/Design
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to particular nodes in the scopal tree (Copestake et al., 2005)) with the heads they modify, and so
there is no room for quantifiers to scope in between; the case is different with scopal modifiers
(e.g. clausal modifiers).

The only adverbs already in the Grammar Matrix were the ones for the clausal modifiers library
(Howell and Zamaraeva, 2018) and the ones used to express negation (Crowgey, 2013); both are
scopal. Wh-adverbs do not allow for ambiguity like in (162). Therefore I add a new supertype
and a new lexical type for non-scopal adverbs like temporal adverbs (163).” Note that historically,
non-scopal modifiers were called intersective in the Grammar Matrix, hence the intersective-mod

type on the moD list.

( 1 63) [adverb-lex-item
[adv
intersective-mod
HEAD | < CAT|HEAD verb >
LOCAL CLAUSE-KEY
CAT _ CONT|HOOK [LTOP ]
[SPR ()
SPEC ()
VAL fsuBr ()
SYNSEM LOCAL |[COMPS ()
'LBL ]
PRED [
ARGO event ARGO
warsiust ([ 2R61 "} awco it [3850 7
T | ARG2
co HOOK|LTOP
[geq
HCONS|LIST (|HARG
| _ [LARG
[PRED [@
LKEYS|KEYREL |ARGO [1]ref-ind|
LBL

Furthermore, I add subtypes for location (in time and space) and manner adverbs as well as wh-

and non-wh-adverbs (164).

7 A simpler type would be needed for non-temporal adverbs; I do not consider it here.

8This use of intersective in the Matrix is not precise, but fixing this issue is out of scope of my dissertation. See
http://moin.delph-in.net/ErgSemantics/Design for the related DELPH-IN discussion.
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(164) adverb-lex-item

- T

loc-adv-lex-item  manner-adv-lex-item  wh-adv-lex-item  non-wh-adv-lex-item

All these types (165)—(168) ultimately serve as supertypes for the user-defined, customized adverb

lexical items.

(165)  [non-wh-adverb
LOCAL [CONT [RELS|LIST <X, Y, [PRED exist_q_rel]>”
NON-LOCAL [QUEJLIST ()]

SYNSEM

(166)  [wh-adverb

LOCAL |CONT

RELS|LIST <X, [ ARGO @], [quant—relatlon ]>"

SYNSEM PRED which_q_rel

NON-LOCAL|QUE|LIST (ol

(167)  [loc-adv-lex-item
SYNSEM|LOCAL|CONT|RELS|LIST <[PRED loc_nonsp_rel]>

(168)  [manner-adv-lex-item ]

SYNSEM|LOCAL|CONT|RELS|LIST <[PRED manner_nonsp_rel]>

For example, a given adverb can be both location and wh-, as in the English example (152), or
it can be location and non-wh, etc. The types for question (166) and non-question (165) adverbs
differ in that the non-question one specifies its quantifier relation to be exist_q_rel while the
question adverb has the which_q_rel quantifier. The question adverb (166) has a nonempty QUE-
list and also links the semantics of the element on that list to its second predication, making a
LDD possible in which the referent is the time/location etc., of the event.

The semantics that adverb types are contributing can be seen in Figure 6.2. Note the main
(sleeping) event index, e2, which is also the first argument of the special relation, loc_nonsp_rel.

Note further how this relation has also a second argument which is linked to a noun phrase (in
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_IHIS 1
LTOP h
INDEX I:C:I
_locinonspfrcl which_g_rel _def_q_rel
LBL h _place_n_rel LBL h | |LBL h | | _cat_n_rel i
RELS ARGO I:C:I ,|LBL h |,| ARGO .| ARGO I:x:l .| LBL h |, ];iléo
ARG1 ARGO RSTR h | |RSTR L | |ARGO G
ARG2 [X] BODY h | [BODY h
=ch _ch
HCONS < HARG . |HARG )
LARG LARG

Figure 6.2: The semantic structure for the sentence Where do the cats sleep.

this case, a wh-phrase). The mechanics of these links is contributed by adverb-lex-item while
the specifics, such as the relations’ names, come from further subtypes adverb-lex-item and, in
the case of the place relation, from the web questionnaire. This loc_nonsp_rel relation’s name,
inherited from the English Resource Grammar (Flickinger, 2000), means that something is hap-
pening in some location —either in time or space. It comes from the instance of (167). There
is an additional relation with predicate value _place_n_rel which comes from user specification
(via the questionnaire). The user-supplied specification is pulled into the type by the Lexicon
customization system function which I added for adverbs; the function basically knows where to
look for the PRED value supplied by the user and inserts that string in the right place in the code
for the subtype. This way (167) and (168) can be used by the customization logic as supertypes
for user-specified adverb types (see §7.2).

In the ERG, the semantic representation like in Figure 6.2 is obtained via the derivation in
(169). In terms of using an extracted adjunct rule and a filler-gap rule, the derivation is similar to

what I will present later in §6.3.°

°T do not discuss the analysis of subject-auxiliary inversion though.



(1 69) Sﬁller—gap
ADV Shead-comp
where VP head-comp VP@x-adj

N
\Y NP VP
VAN
do D N  sleep

the cats

6.1.2 Adpositions: A non-question lexical type
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Question sentences with PP constructions (170) require a lexical type for adpositions in the gram-

mar. Such a type was not present in the Grammar Matrix previously.

(170) In which city do you live? [eng]

Consider a lexical type presented in (171).



( 171 ) [norm-adposition-lex

[ARG-ST (@)

adp
HEAD intersective-mod
MOD < LOCAL [CAT|VAL|SPR cons] >
CONT|HOOK |INDEX
SPR ()
SPEC ()
SUBJ ()
LOCAL CAT [ CAT [HEAD noun
LOCAL VAL|SPR ()
SYNSEM VAL :CONT|HOOK|INDEX [0
COMPS < HOOK|INDEX
PRED
CONT |RELS|LIST < ARGO event
ARG1 event-ot-ref-ind
|HCONSILIST ()
NON-LOCAL non-local-none
[arg12-ev-rel
PRED
LKEYS|KEYREL ARGI
|ARG2 [0]

)

—
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The point of this type is that it has an object-like argument (the vALence feature COMPS) and that

it itself can modify other structures (the HEAD feature MOD) and in particular, it can therefore

serve as an extracted adjunct, as illustrated by (172).

(172) Sﬁller—gap

/\

PPhead—mmp Shead—cnmp

PN T~

P NPSpec—head VPhead—c’omp VPex-adj
in D N \% NP VP

e

which  house do D N  sleep

the cats

A sample semantic structure which the core adposition type provides is shown in Figure 6.3.

This structure is provided by the semantic relations list (CONT|RELS) and the identities which are

stipulated between the complement’s INDEX, the modified structure’s INDEX, and the adposition’s
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own semantic ARGuments, ARGl and ARG2. Note the index e2: this is the main verb event’s
semantic index, and it is the first semantic argument of the adposition which means in. Its second

semantic argument is the object NP which house.

mrs

LToP  [hilh
NDEX [e7[¢]
[_in_p_rel which_q_rel _def_g_rel
LBL A3 i g, g h | [ house n rel] |LBL  [a10 h | [ cat n_rel _sleep_vfrel
RELS arco e8] |arco JieL (9 h ||arco 2[X]|,|ter  [Ri4 h ,]_“IE‘]C“D & null
ARGL RSTR [h7] h | [2RGO RSTR [h11] h | [ARGO [x12 :F‘Cl
arec2 [g[X]| [BooY (g h Booy [hig h o
|qeq deq
HCONS <HHFC ;|HARG [h11] >EB null
LARG LARG

Figure 6.3: The semantic structure for the sentence In which house do the cats sleep.

Consider now cases where the PP modifies not a verb but a noun, like in one of the possible

readings of (173) indicated by the square brackets.
(173) Kim saw [cats in Istanbul]. [eng]

In such cases, the question arises, whether the adposition must attach low (174) or high (175) with
respect to the NP (if only for the simple reason that having two trees yielding the same semantics

would be meaningless).



(174) S

N \% NPbare-np
\ \ \

Kim  saw  Npead-adj

/\
N PP
‘ T

cats P NPpgrenp
\ \
in N
\
Istanbul

(175) S

N v NPhead—adj
| | T
Kim  saw  NPpgre-np PP

| T
N P NPbare-np

cats in

Istanbul
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I assume, following Bender et al. (2005) and the ERG (Flickinger, 2000, 2011), that adpositions

must modify the noun before the determiner attaches to the modified noun — hence the nonempty
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(cons) SPR constraint on the MOD;!'? it means the structure could not be a noun phrase. So, for
the English sentence (173), (177) should be ruled out and only (176) should be allowed by the
grammar. This is not an arbitrary choice; Bender et al. (2005) argue that, given data from Turkish,

modifiers need to be able to outscope determiners.!!

(176) S
/\
NP VP
‘ /\
N \%
| | NP
Kim  saw [SPR<>]
|
N
[SPR (X)]
/\
N PP
[SPR (X)] [MOD <[SPR <x>]>]
\
cats /\NP
P

[MoD (PR (X)])| N

in Istanbul

10Cons is a list of one or more elements in the DELPH-IN formalism (77).
""The example Bender et al. (2005) use is (i):

(i) olasi bir sonug
probable one outcome
‘one probable outcome’ [tur]
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(177) S
/\
NP VP
| T
N \ *NP
| | T
Kim  saw
NP PP
[SPR ()] [MOD <[SPR <X>]>]
‘ /\
N P NP
[SPR (X)] |

‘ [MoD ([sPR (0])| N
cats \ \
in Istanbul
Adpositions do not introduce any nonlocal dependencies and therefore their NON-LOCAL fea-

ture is of type non-local-none (178).1?

(178) |non-local-none

SLASH|LIST ()
SYNSEM|NON-LOCAL |[QUE|LIST ()
REL|LIST ()

In the context of this work I did not model the distinction between pre- and post- modifiers in
the questionnaire so a grammar of English output by the system will admit both (179) and (180),
for example. This contrast can be modeled in the future with the POSTHEAD feature which is

already part of the Matrix core, following the ERG (Flickinger, 2000, 2011).

(179) a tunnel under the city [eng]

(180) *an under the city tunnel [eng] (Hegedus, 2016)

Finally, pied-piping is discussed later in §6.3.5 and §6.5.3. This concludes the overview of lexical

types I include in my analysis of constituent questions.

2This core type was already present in the Matrix.
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6.1.3 Interim summary

The previous section described my analysis for question words as a part of the constituent questions
library for the Grammar Matrix. The main purpose of these types is to introduce a dependency
between the event and the referent of the question word by virtue of having nonempty QUE-list
(as explained in §4.1.3). So far, most examples I gave came from English, assuming an analysis
similar to that in the ERG (§4.2.1), however the same analysis will be used for all languages in

the context of the actual analysis I implement for the Grammar Matrix.
6.2 Constituent questions in complex clauses. Illustrative language: English (Indo-European)

Perhaps one of the most interesting things about constituent questions is the fact that they can
include long-distance dependencies. Data which most clearly illustrate the unbounded nature
of fronting (that question phrases can cross several clause boundaries) necessarily has complex

clauses (181).
(181) Who do you think Kim believes Sandy saw? [eng]

This means that, in order to model constituent questions in the Matrix, I need to rely on an analysis
of clausal complements, which is what I discuss in this section.

As a starting point for modeling the differences between clause-embedding verbs like think,
know, and wonder (182)—(185), I add verb subtypes which specify the sentential force SF fea-
ture (§4.2.1) on the verb’s complement (186)—(187).

(182) I know who arrived. [eng]
(183) *I think who arrived. [eng]
(184) I ask who arrived. [eng]
(185) *I ask Kim arrived. [eng]

Verbs like ask will be of type (186); verbs like think of type (187); verbs like know will have two

lexical entries, one of each type.
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(186) |question-embedding-verb
SYNSEM|LOCAL|CAT|VAL|COMPS ([SF ques])

(187) |proposition-embedding-verb
SYNSEM|LOCAL|CAT|VAL|COMPS <[SF prop]>

This provides proper semantics for grammatical sentences; however the SF constraint is not enough
to rule out ungrammatical sentences like (185), so, this analysis goes only part of the way and
should be considered merely auxiliary in the context of modeling constituent questions in the
system.

In the Grammar Matrix, following the ERG (Flickinger, 2000), modeling such differences
cannot be done solely in terms of the semantic SF feature, because simple clauses formed by head-
subject and head-complement rules are going to be [SF prop-or-ques] (as explained in §4.2.1).
This means any structure licensed by a head-subject or a head-complement rule will unify with
the complement of a proposition-embedding verb as well as a question-embedding verb. The SF
feature is still important because after the structure is unified with the clausal complement of a
particular verb, it will no longer be underspecified and will contribute to the correct semantics
of the whole clause. But additional work is needed to rule out ungrammatical sentences.!> To
summarize, under this analysis, it is possible to model embedded questions to a degree, but the
purpose of the analysis is not to demonstrate the contrast between different clause-embedding

verbs, and the analysis is limited with respect to this contrast.
6.3 Single obligatory fronting of question phrases. Illustrative language: English (Indo-European)

Question phrase fronting is one of the most salient syntactic characteristics of constituent ques-
tions. In this dissertation, I offer analyses for two illustrative languages, English and Russian,

both Indo-European, both featuring question phrase fronting.

131n the current implementation of my analysis, some of these ungrammatical sentences will be ruled out thanks to
the wH feature which tracks whether there is any wh-word in any position in the sentence (§277,§6.7.3). But such
use of this feature is perhaps not sufficiently motivated; for one thing, it will only rule out embedding constituent
questions but not polar questions; it also will rule out grammatical sentences which contain wh-words but which
are not questions themselves.
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English is a language which obligatorily fronts one question phrase (188)—(193).

(188)
(189)
(190)
(191)
(192)

(193)

Who saw what? [eng]

What did Kim see? [eng]'*

*Kim saw what? [eng]

*Who what saw? [eng]

Who do you think Kim saw? [eng]

*Do you think who Kim saw? [eng]

Recall from §4.2.1 that an analysis for (194) in the ERG looks like (132) repeated here as

(195). The sLAsH dependency is introduced by the subject extraction rule (the “bottom” level of

the LDD analysis (§4.1.1)); the dependency is ultimately realized by the filler-gap rule (the “top™

level of the analysis).

(194)

(195)

Who left? [eng]

Sﬁller—gap

SLASH 9
HEAD-DTR SLASH ([1)

T

[IINP Ssubj—ex

Who VP
[SLASH ()]

|
left

141 do not cover English subject-auxiliary inversion in this work. The way English does subject-auxiliary inversion
seems typologically rare, with this kind of auxiliary only showing up in special constructions such as questions. Ilja
Serzant (p.c.) pointed me also to some German and Norwegian dialects which do something similar in anaphoric
use (Magst du das? Ja, das tue ich. (‘Are you going to eat? Yes, I am.”)). The code which accompanies this
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With respect to the “bottom™ and the “top” levels of the LDD, (195) basically represents the
analysis which I adopt for such languages for the Grammar Matrix. Most of the lexical and
phrasal types, with the exception of wh-ques-phrase were already available to me in the Matrix

core.

6.3.1 Extraction rules

Following the ERG (Flickinger, 2000, 2011) (§4.2.1), my analysis of the “bottom” of the SLASH
dependency for languages like English relies on separate extraction rules: subject extraction,
complement extraction, and adjunct extraction. All of these types use the type gap (196), but
unlike Bouma et al. (2001a), Ginzburg and Sag (2000), and the ERG (Flickinger, 2000, 2011), I
do not use SLASH amalgamation (lexical threading; §4.1.2).

The subject extraction, the complement extraction, and the adjunct extraction phrase structure
rules are presented in (197)—(199). The subject extraction rule takes as its head daughter a verb-
headed structure with a nonempty sUBJ list and introduces a nonlocal SLASH dependency with the
LOCAL value of the subject, while making the actual SUBJ list empty (saturated). The complement
extraction rule shortens the complements list (COMPS) by one element, and the adjunct extraction
rule essentially says that what is on its SLASH list can modify the head daughter. All these types

were reviewed in §4.2.1.

(196)  [gap

SYNsEM | LOCAL

NON-LOCAL|SLASH|LIST (1l

(197)  [extracted-subj-phrase

[LOCAL|CAT|VAL|SUBJ ()
YNSEM
SYNS NON-LOCAL|SLASH|APPEND <@ ,[LIST <>]>
gap
LOCAL|CAT|VAL|SUBJ
HEAD-DTR|SYNSEM CATIVAL] <[LOCAL D

NON-LOCAL|SLASH [0

dissertation will output grammars specified for subject-auxiliary inversion via the questionnaire, which does make
that option available; the English development grammar with which I tested my analyses does include it. But the



(198)  [extracted-comp-phrase
[LOCAL|CAT|VAL|COMPS [
SYNSEM NON-LOCAL|SLASH|APPEND (I, [LIST (2)])
_ gap
FIRST
LOCAL|CAT|VAL|COMPS LOCAL ]
HEAD—DTR|SYNSEM REST
_NON-LOCAL| SLASH
(199) [extracted-adj-phrase
Loc CAT|HEAD
CONT|HOOK
ss intersective-mod
NLOC|SLASH|LIST < LIST < CAT|HEAD|MOD <LOC CAT|HEAD
CONT|HOOK
| MODIFIED hasmod
e |cotook
HDR|SS

NLOC|SLASH ()
MODIFIED

notmod
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Il

In the sense that they introduce a SLASH dependency, I use these types exactly as they were in

the ERG and as they were originally in the Matrix core.!> The main difference between the ERG

analysis and my analysis with respect to these rules is that [ use append lists instead of difference

lists (§3.2.1). Append lists are discussed in more detail in §7.11.1-§7.11.2. For the purposes

of this section, it does not matter whether difference lists or append lists are used for nonlocal

features, the result is the same.

6.3.2 Propagating nonlocal features

The “middle” level of the HPSG analysis of LDD is concerned with how the nonlocal feature

values such as SLASH are propagated up the derivation tree. Note that, while both subject (197)

subject-auxiliary analysis is a work in progress and was implemented minimally, simply to support the extraction
and fronting in the real English examples. Presenting the analysis here would not serve much purpose. For a fully
functional and well-tested analysis of English subject-auxiliary inversion, see the ERG (Flickinger, 2000, 2011).

SThere is one difference which I introduced by mistake and which remains in the system as of the time of this
writing. As of the time of this writing, extracted-adj-phrase constrains the head daughter to be LIGHT +, which
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and complement (198) extraction rules use the type gap (196), they also explicitly put the extracted
element on the SLASH list. In the ERG (§4.2.1), this was different, as the ERG follows Bouma
et al. 2001a in implementing the nonlocal amalgamation (lexical threading) mechanism, which
means there is no need to explicitly mention the SLASH value on the mother in e.g. the extraction
rules such as (197). In other words, in terms of the “middle” tier of the LDD mechanism, my
analysis departs from the ERG. In particular, I do not use lexical threading (§4.1.2).

Under my analysis, the nonlocal feature values are propagated explicitly on the phrasal level.
This choice is further explained in the section about multiple fronting languages (§6.5); the infras-
tructural changes to the Grammar Matrix system related to this choice are summarized in §7.11.2.
In the meantime, consider two supertypes (200)—(201) which I posit to implement such propa-
gation. Most phrasal types, such as subject-head and complement-head, as well as adjunct-head,
inherit from (200) under my analysis. This means the nonlocal features of both daughters (ARGS)
will be appended to create the mother’s nonlocal lists. Lexical and other unary rules (except ex-
traction rules) inherit from (201), which means the mother simply inherits the daughter’s features.
In combination with the extraction rules as presented above in (197)—~(198) and with the filler-gap
rule presented as (203) in §6.3.3, I have the analysis of obligatory single fronting as in (195) as
well as in (202).

(200) [binary-non-local-phrase

SLASH SLASH
ARGS SSINLOC |REL ,|SS|INLOC |REL
QUE QUE [

SLASH|APPEND (I, (1))
SS|NLOC |REL|APPEND (2, B))
QUE|APPEND (&, [6)

means it must be a word, e.g. a word without complements, a V rather than a VP. While this accidentally leads to
some expected and desirable behavior in some development grammars, it prevents other grammars from working
correctly, as discussed in §8.5.9 on p. 343. The LIGHT feature is not shown in (199), but when this issue is
addressed, the type should probably propagate the LIGHT value from daughter to mother.



(201) [unary-non-local-phrase
[SLASH (1]
DTR|SYNSEM|NON-LOCAL |REL
QUE  [3]]
[SLASH (1
SYNSEM|NON-LOCAL REL
QUE  [3]]]
(202) Sﬁller—gap
[SLASH ()]
NP Shead—comp

[LOCAL (] [SLASH|LIST <[LOCAL ]>]

‘ /\
Who VP Ssubj—ex
[SLASH ()] [COMPS )
_ "~ |SLASH|LIST ([LOCAL m])
do you think ‘

VP

COMPS ([LOCAL ()
SLASH ()

left
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6.3.3 The filler-gap phrase

Following the ERG (Flickinger, 2000, 2011) (§4.2.1), my analysis of the “top” of the SLASH
dependency relies on the filler-gap phrasal type. Example (203) shows the version of the type
which works, as a supertype, for the presented analysis of English as well as other single-fronting

languages. This type was already available for me to use in the Matrix core.!®

(203) |filler-gap-phrase
SLASH )

ARGS < |sLasHLIsT <>]>

This phrasal type discharges the SLASH dependency. However, for an analysis of constituent
questions, QUE dependencies are also important (§4.1.3). To discharge also the QUE dependency,
I add to the Matrix core a subtype of the filler-gap phrase, the wh-ques-phrase. The wh-ques-
phrase (204) is a subtype of filler-gap-phrase (203) and interrogative-clause (137). As such,
it constrains the structure’s sentential force to ques and licenses structures where an argument
or an adjunct had been extracted and dislocated. I only posit a head-final version of phrase as
sentence initial position of question phrases is typical (Dryer, 2013b) and I only had that option
represented in the languages I tested the analysis on (including held-out languages, §5.10), but of
course a head-initial version could be posited if needed. Apart from the constraints provided by
its supertypes, the phrase specifies some category information, valence information on the head
daughter, and the fact that the non-head daughter (the extracted constituent) is a question phrase

by requiring it to have a nonempty QUE value (204).

16Except it was stated in difference list terms; see §7.11.2. Note also that the filler-gap type is not really “core”;
not all languages front constituents. This is an example of an inconsistency between the concept of the “core” and
the implementation.
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(204)  [wh-ques-phrase
HEAD verbl||
CAT MC  bool
SYNSEM oA VAL 0
CONT|HOOK|INDEX|SF ques
QUE[LIST ()
_NON’LOCAL [SLASH|LIST
[ SUBJ ()]
LOCAL|CAT [VAL @{COMPS <>]
HEAD-DTR|SYNSEM FIRST .
hNON—LOCAL|SLASH|LIST [REST < >]
NON-HEAD-DTR|SYNSEM |LOCAL [J[NON-LOCAL|QUE|LIST (ref—ind)]]

Note that the wh-ques-phrase “zeroes out” the QUE-list on the mother regardless of how many
QUE-elements were on either daughter. In Ginzburg and Sag’s (2000) analysis, the assumption
was that all in situ question words have empty QUE sets, and so there could never be a situation
when the QUE-list of the head daughter would be nonempty. In my analysis, contra Ginzburg
and Sag (2000), all question words have nonempty QUE-lists (§6.1). With respect to languages
like English, the main benefit of this assumption is that there is then no need for duplicate lexical
entries for question words that can appear in situ (the pros and cons of this assumption for my
analysis of multiple fronting are discussed in §6.5). But under this analysis, it is not possible to
assume that the head daughter’s QUE list is empty, and so wh-ques-phrase must either pass up
the head daughter’s value or discharge all of the values. Passing up nonempty QUE values from
the head daughter would mean some other rule would then have to discharge them, even though
there are no more fronted elements. For this reason, in my analysis, wh-ques-phrase discharges
all QUE values of both daughters.

A more detailed visualization of the analysis shown in (202) is presented in (205), with the
instance of wh-ques-phrase rather than its filler-gap supertype. With wh-ques-phrase, sentences
like *Kim do you think left are not admitted because Kim would have an empty QUE list; the
analysis of topicalization is beyond the scope of my work but it would involve a different subtype

of the filler-gap phrase.
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(205) Swh-ques
QUE ()
SLASH ()
/\
NP Shead-comp

[SggAL @] |sLasH|LIST ([LocAL m])

/\
|

Who VP Ssubj-ex
[SLASH ()] [COMPS ()
_ "~ |stasHjusT ([LocAL )

do you think ‘
VP

COMPS ([LOCAL ]
SLASH ()

|
left

Note that while the wh-ques-phrase (204) shows the SLASH list explicitly in terms of FIRST
and REST, the length of its head daughter’s SLASH list is strictly 1 and the mother’s SLASH list is
strictly empty. Later in §6.5, only a slight change to the type as presented here will accommodate
multiple question phrase fronting. For single-fronting languages, this constraint on the length of
the SLASH list in combination with the constraint that the valence (VAL) lists all be empty ensure
that only one argument can be extracted. For them to be both extracted low in the tree would
require the SLASH list to be longer than 1 (which is prohibited), but also, the wh-ques rule as
stated cannot apply if either subject or object are still on the valence list. Note that, if it were not
for the VAL constraint, the wh-ques phrase would subtract an element from the SLASH list making

it again available for extraction and then for filling the gap, multiple times, as illustrated in (206).
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(206) Swh-ques

NP Sex—subj

who
* Swh-ques
SUBJ ¢

)
HEAD-DTR |COMPS ()
SLASH ()

T

NP
‘ VPex—comp
SUBJ  (NP)
what | COMPS ()
SLASH (NP)

\%
SUBJ  (NP)
COMPS (NP)
SLASH ()

saw

6.3.4 Multiple questions

Another thing to consider here is how to license multiple question sentences like Who saw what?
(188). Recall that in Ginzburg and Sag (2000), the in situ wh-words have empty QUE sets (§4.1.3)
and so the head-complement rule constrains its non-head daughter to be QUE empty which does
not mean it could not be a wh- word; what it means is, it must be an in situ word. My analysis is
different (so is the analysis in the ERG). I do not posit any additional lexical entry for what, and
therefore must allow the head-complement rule to take wh-phrases as non-head daughters. This
does not cause any issue given that the filler-gap rule zeroes out the QUE-list (204); it does not

matter how many wh-words are in the head daughter structure, so long as they are complements



133

or adjuncts. The sentence (188) is then analyzed simply as (207).

(207) Swh—ques

[QUE ()]
T

NP Sex-subj

[QUE (2)] [QUE ()]

who VPhead—comp

[QUE (@]

N

\Y NP

| [QUE ()]

saw ‘
what

The subject-head rule however needs to say that its non-head daughter is not a wh-word (208).

(208)  [subj-head-phrase
HEAD-DTR|SYNSEM|CAT|VAL|SUBIJ (1))

NON-HEAD-DTR [[[NON-LOCAL|QUE ()]
This is in order to ensure that sentences with wh-subjects are analyzed only via the filler-gap rule,

not also via the subject-head rule (see the argument from Bouma et al. (2001a), §4.1.2, p. 96).

6.3.5 Pied-piping

Recall from Chapter 2 that Ross (1967) called “pied-piping” the phenomenon where the language
requires (209a)—(209b) or allows (210a)—-(210b) that a fronted wh-word be extracted not on its
own but along with the noun that it serves as a specifier for (209a) — or the adposition for which
it serves as the complement (210a).
(209) a. Which book did you read? [eng]

b. *Which did you read book? [eng]
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(210) a. In which house do the cats sleep? [eng]

b. Which house do the cats sleep in? [eng]

Recall now from §4.1.3 that the nonlocal feature QUE introduces a LDD at the level of the
question word. It is a nonlocal feature, and so it is passed up the derivation tree like other nonlocal
features, thanks to phrasal types inheriting from types like (200) and (201). Combined with the
SLASH LDD analysis presented above in §6.3.1, this yields (212) as well as appropriate trees for

sentences with deeper nested noun phrases like (115) repeated here as (211).

(211) I wonder [[[whose cousin’s] friend’s] dog] ate the pastry. [eng] (Ginzburg and Sag, 2000,
p.184)

At the same time, sentences like (209b) are ruled out because there is no determiner extraction

rule in the grammar; only subjects, objects, and adjuncts can be extracted (§6.3.1).

(212) S
SLASH ()
QUE|LIST ()
/\
NP VP

[LOCAL ] COMPS <[LOCAL ]>
QUEILIST (@)| &) SLASH|LIST (2))
/\ A

b N did you read

|QUE (@] |
‘ book

which

Given the lexical types for question words as presented in §6.1 (all question words have a
nonempty QUE value), there is nothing else that needs to be done to yield (212) or a similar tree
for (211), assuming an appropriate analysis of the English noun phrase, in particular of adnominal

possession. I use the analysis provided for the Grammar Matrix by Nielsen (2018) and present



135

a sample derivation in (213) (see §7.10.3 for the documentation of the minor fixes I introduce

there).
(2 1 3) Swh-ques
[SLASH ( )}
QUE ()
/\
NP Sex-subj

[QUE (@] [SLASH <[QUE ]>]

D N

VP
[QUE (@m)]
dog
‘ sleeps
PP
[QUE (@]
/\
NP P
[QUE @] |
/\ *
D N

[QUE (m)] |

‘ son
PP

[QUE (@]

PN

NP P
[QUE (@] |
A :
D N
[QUE (m)] |

‘ person

which
Furthermore, the optional pied-piping of adpositions (210a)—(210b) follows automatically from
the analysis of complement extraction as presented in §6.3.1. Since any complement can be
extracted by the complement extraction rule as presented in (198), a noun complement can be
extracted from an adposition’s cOMPS list and then the sentence can be realized as filler-gap

construction (214).
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(2 1 4) Swh-ques

/\

NP Shead—mod

[LOCAL (] T
/\ VP PPex-comp

D N COMPS )
‘ ‘ do the cats sleep SLASH|LIST (@)

which  house ‘
P

[COMPS <[LOCAL ]>]

in
6.3.6 Interim summary

This section presented a fragment analysis of English focused on licensing long-distance ques-
tions (§2.4). The core of the analysis is essentially the same as in the ERG (Flickinger, 2000,
2011)'7 and it relies on extraction rules, a subtype of the filler-gap rule, and lexical entries for
question words which have nonempty QUE values, for precise application of the filler-gap rule
and for pied-piping. My analysis, unlike the ERG, does not use lexical threading, a choice which
I motivate in the section dedicated to multiple fronting analysis (§6.5). The summary of cus-
tomization for other similar languages is presented in §7.5. The next section presents an analysis

fragment of an in situ language, Japanese.
6.4 In situ questions. Illustrative language: Japanese (Japonic)

In Japanese, an SOV language, question phrases remain in situ (215)—(216).

(215) Dare ga  kuru no?
who NOM come Q
‘Who will come?’ [jpn] (Miyagawa, 1987)

"The ERG is a broad coverage grammar and covers a lot more than my Matrix development English fragment.
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(216) Mary-wa [John-ga nani-o yonda to] itta-no?
Mary-TOP John-NOM what-AccC read that said-Q

‘What did Mary say that John read?’ [jpn] (Pesetsky, 1987)

Example (216) presents a long-distance question; the question word here is the parameter of the
matrix clause. But unlike in fronting languages, the question word does not front and remains in
the embedded clause in the canonical object position.

The in-situ-ques type presented below as (217) is a unary phrase structure rule which turns
propositions into questions; Ginzburg and Sag (2000) have a version of this rule in their analysis
(see example (128)). Under the analysis presented here,!® examples like (215) and (216) are
analyzed using the in-situ-ques type (217), which is a unary rule and a subtype of interrogative-
clause (137). This unary rule projects a declarative structure with a nonempty QUE-list to a

QUE-empty interrogative structure (217)—(218).

(217)  [in-situ-ques

[ [MC  bool
LOCAL|CAT

SYNSEM | [ VAL [0 ]
NON-LOCAL [QUEJLIST ()]
[ [HEAD verb
LOCAL|CAT SUBJ

HEAD-DTR|SYNSEM | VAL @[COMPS 8
INON-LOCAL [QUE|LIST (ref-ind, ...)|

8The basic version of the in situ phrase intended for Matrix grammars was first written in DELPH-IN HPSG
by Emily M. Bender for her grammar engineering class. http://courses.washington.edu/1ing567/2017/
lab7.html


http://courses.washington.edu/ling567/2017/lab7.html
http://courses.washington.edu/ling567/2017/lab7.html
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(2 1 8) Sin—situ

[SF ques]

Ssubj—head

[SF prop-or—ques]

N

NP VP

dare ga kuru
‘who ‘come’

b

Note that, just like the wh-ques-phrase (204), this unary phrase structure rule does not care
how many elements were on the head daughter’s QUE list and zeroes out the list on the mother.
This allows for a clause with multiple question phrases to be included in one question sentence,

with only one application of this phrase structure rule (219).

(219) S
|
S
/\
NP VP
‘ /\
dare ga NP A%
‘who’

nanio  yonda
‘what”  ‘read’

Finally, my analysis of in sifu questions in Japanese allows for ambiguity in sentences like
(220). This ambiguity is presented in (221a) and (221b) and is desirable, assuming (220) has two

readings.



(220) Sandy-wa Kim-ga nani-o  yonda sitteiru
Sandy-TOP Kim-NOM what.Acc read know
‘Sandy knows what Kim reads/Does Sandy know what Kim reads?’ [jpn] (Constructed
by me based on examples from Pesetsky (1987).!%)
(221)
a b.
S Sin-situ
NP VP S
Sandy-wa Sy sin A% NP VP
S sitteiru Sandy-wa S A%
A ‘know’ /\ ‘
NP VP NP VP sitteiru
| N | N
Kim-ga NP \% Kim-ga NP v
nani-o  yonda nani-o  yonda
‘what’>  ‘read’ ‘what’  ‘read’

This section presented a fragment of a Japanese grammar that covers polar and constituent
questions, relying on the in situ phrase structure rule. Japanese question particles are discussed

later in §6.7.1. The summary of customization for other in situ languages is presented in §7.5.

191 asked a Japanese native speaker to comment on this constructed example. The speaker confirmed the sentence
was possible albeit it would sound better with particles; she confirmed also the two possible readings. I give the
analysis here for the sentence without particles to illustrate the role of the in situ phrase structure rule clearer. The
analysis is similar with particles.
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6.5 Multiple optional fronting of question phrases. Illustrative language: Russian (Indo-European)

)20
b

Russian exhibits multiple question phrase fronting (222),” including in LDD constructions (223)—

(224), although LDD wh-questions may be infrequent.?!

(222) Korpga kT0 KOT0 BHICT?
Kogda kto kogo videl?
when who.NOM who.ACC see.PST

“‘When did which person see which other person?’ [rus]*

(223) WU k10 TbI JyMaellib Oyner TpeTbuM?
I kto ty dumaesh budet tretjim?
And who.NOM 2SG.NOM think.2SG.PRES be.3SG.FUT third.INSTR

‘And who do you think will be the third [in the group]?’ [rus] (Galikhin, 2017, loc.246)*

(224) ?Korpa kTo KOro Tbl TOYHO 3HACIIb, YTO  BUJAEH?
Kogda kto kogo ty tochno znaesh (chto) videl?
when who.NOM who.ACC 2SG for.sure know  (that) see.PST
‘What are the sets of times and persons such that one person saw another at a certain time,

such that you know this set of facts for sure?’ [rus]

Multiple adjunct fronting appears either impossible (225) or rare, (227) being the only example I

have found so far in the Russian National Corpus.?*

20parts of this section were published as Zamaraeva and Emerson (in press).

2I'Some literature contends that they are not possible, or possible only with subjunctive clauses (Antonenko, 2008;
Stepanov and Stateva, 2006; Bailyn, 2005) but I observed myself producing such constructions and have found
multiple examples in my chat archives. See especially example (223).

22To remind the reader, unless stated otherwise, the Russian examples are constructed by me. Long-distance
questions in Russian are not easy but they seem to be possible, according both to my judgments and to the fact that
examples can sometimes be found in books and on the web. Where my constructed examples seemed possible but
difficult, I marked them by the question mark (?). I suspect they could be difficult due to processing reasons but
still entirely possible under the right circumstances in speech.

23 Note the future tense in the embedded clause in this example; it indicates clearly that this is a long-distance
question and not a parenthetical use of ‘think’, which could be a likely interpretation if the embedded verb were
in the past tense.

24T have seen example (226) somewhere on the web but was unable to recover the source; in (226), it is possible
to argue that the combination of ‘where’ and ‘when’ may be idiomatic and the sentence simply means the speaker
does not know the rules of punctuation, and then there is no constituent question there. In (227), however, the
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(226)

(227)
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??Korga rge Mol KYIIUAIU 9TU KHHTU?
?7?Kogda gde my kupili eti knigi?

when  where 1PL.NOM buy.PAST.1PL this.PL.ACC book.PL.ACC
Intended: ‘When [and] where did we buy these books?’ [rus]

S He 3Halw, rIc  KOTrJa CTaBUThH 3amSATHIC

Ya ne znayu, gde kogda stavit zapyatye

1SG NEG know.PRES.1SG where when put.INF comma.ACC.PL
‘I don’t know when and where to put commas.’ [rus]

N3panue DP. ru BBIITYCTHJIO nHporpaduky 060 BCEX

DP. ru vypustilo infografiku obo vseh  kvartirah

DP.ru publish.PAST infographic.AccC of all.PREP apartment.PREP
KBapTHpax HocToesckoro (rae  Koraa KW, TAE 9TO HAaIMCan)
Dostoevskogo (gde kogda zhil, gde chto napisal)
Dostoyevsky.GEN (where when live.PAST, where what write.PAST)

‘DP.ru published an infographic about all Dostoevsky’s apartments (where he lived when,

where he wrote what) [rus] (Oborin, 1987, RNC)

Finally, fronting appears optional in that the question phrase is not necessarily in the left periph-

ery (228), and adjuncts can appear in any position with respect to the arguments (229)—-(231).

The order of the arguments is also flexible (232), although the canonical order is with the subject

preceding the object.

(228)

(229)

Ter rae  pabotaemb?
Ty gde rabotaesh?
28G where work.2sG

‘Where do you work?’ [rus]?
Kto KOI'0 Koraa BUACH?
Kto kogo kogda videl?

who.NOM who.ACC when see.PST
‘Who saw whom when?’ [rus]

‘where’ and ‘when’ definitely refer to locations in space and time.

23This very common Russian sentence was pointed out to me by John F. Bailyn in personal communication. Bailyn
thinks the subject in this sentence is also fronted and the fronting of the wh-word is obligatory.
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(230) Kro KOrjia Koro Bujaen?
Kto kogda kogo videl?
who.NOM when who.ACC see.PST
‘Who saw whom when?’ [rus]

(231) Korpga ko KOro BUJEN?
Kogda kto kogo videl?
when who.NOM who.ACC see.PST
‘When did which person see which other person?’ [rus]

(232) Koro KTO BHuzen?
kogo kto videl?
who.ACC who.NOM see.PST
‘Which person saw which other person?’ [rus]

6.5.1 Multiple fronting

My analysis of Russian relies on the same machinery as my analysis of English, namely the
extraction rules which introduce the SLASH dependencies and the filler-gap rule (§6.3).2 The
main difference in how these rules are stated for Russian is that, to model multiple fronting,
multiple application of the filler-gap rule is allowed, and extraction rules can apply one after
another (233). This section discusses this multiple application of extraction and filler-gap rules.
In addition, to model Russian fronting as optional, I also use the in situ phrase introduced in the

previous section (§6.4); the analysis of optional fronting is discussed in the next section (§6.5.2).%

26 All analyses for all languages rely on question words with the nonempty QUE value.

27 As explained in §2.5.3, superiority effects are not discussed. Russian does not show strong superiority effects,
however other languages with multiple fronting do, for example Bulgarian (Boskovié, 2002).



(233) Swh-ques
[SLASH ()]

/\

ADV Swh—ques
| [SLASH (3))]

kogda ///////A\\\\\\\
‘when’
NP Swh—ques
| [SLASH (2, 3)]

kto T
‘who’
NP Sadj—extr

[SLASH (1, 2/, B)|
kogo

‘whom’

Ssubj—extr

[SLASH (@, )]

Vpcomp-extr
[SLASH (@)|

v

[SLASH ()]

videl

3 k)

saw
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The derivation (233) for the Russian sentence (231) illustrates how the SLASH values first are

appended, one after the other, as the extraction rules apply, and then are realized, in the same

order, by the wh-ques-phrase. All of the extraction rules and the wh-ques filler-gap rule need to

look slightly different than in the section about English (§6.3), in order for this analysis to work.

In particular, it requires the subject extraction (234) and the complement extraction (235) rules to

be stated as follows.
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(234) [extracted-subj-phrase
[LOCAL|CAT|VAL|SUBJ )

SYNSEM
NON-LOCAL|SLASH|APPEND (1, [LIST (T)))

LOCAL|CAT|VAL|SUBJ <

gap
LOCAL
NON-LOCAL|SLASH [0]

HEAD-DTR|SYNSEM

(235)  [extracted-comp-phrase
[LOCAL|CAT|VAL|COMPS [0]

YNSEM
SYNS NON-LOCAL|SLASH|APPEND (1, [LIST ()])
' gap
FIRST l ]
LOCAL [2
HEAD-DTR|syNsEM [FOCALICATIVALICOMPS
REST (0]
INON-LOCAL|SLASH

Recall that in §6.3, the mother substructures of the same rules had the length of the SLASH
list strictly 1 (single fronting), implying that the daughter’s SLASH was empty to start with. Here,
instead the length of the daughter’s list can be anything, and the mother’s substructure appends a
new element to the existing, possibly nonempty list. This formulation makes multiple extraction as
in (233) possible. This formulation is also what motivates two systemic changes in the Grammar
Matrix: the switch from difference lists to append lists and abandoning lexical threading.

The necessity to routinely append nonlocal feature lists like this motivated the switch from
difference lists to append lists in the Grammar Matrix. Recall from §3.2.1 that appending dif-
ference lists is cumbersome; having to do so leads to engineering errors.”® Append lists allow
for simple, much less error-prone programming syntax (APPEND ( X, y ) ). This notation is not
only easy to write but also to read, making it easier to reason about the grammar and the system
as a whole. This is why not only my analysis of Russian but the entire Grammar Matrix system
now uses append lists instead of difference lists. The summary of the infrastructural changes is
presented in §7.11.1.

As for lexical threading, recall from §4.1.2 that it is the notion that heads “amalgamate” their

28But it can be done; see the ERG (Flickinger, 2000, 2011) and also Crysmann 2015, the latter being an analysis
of multiple LDDs using difference lists.
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arguments’ nonlocal feature values. So, under the lexical threading assumption, there would be
no need for a rule like subject extraction (234) to explicitly say anything about its mother’s SLASH
list, given the type gap (196). The SLASH list is then propagated via the head, without the need to
stipulate any additional constraints at the level of phrase structure rules. Note that what this means
in the context of extraction is that the extraction rules do not actually combine or extend SLASH
lists but merely specify that a particular position in the list is nonempty. While not a problem for
single-fronting languages, in languages with multiple fronting, particularly where adjuncts can
intervene between arguments (230), this presents certain difficulties.

The problem is, if (under the lexical threading assumption) all that extraction rules can do is
specify that a (specific) position on the list is not empty while the order of the list is determined by
the lexical entry (which knows nothing about its adjuncts), then several adjunct extraction rules
are needed to account for examples (229)-(231). There would have to be a hierarchy of adjunct
extraction rules as shown in (236). One rule would allow for extracting an adjunct either before
the arguments, one after the arguments, and one in between the arguments. This would account

for (231) and (229).

(236) head-mod-phrase

extracted-adj-phrase

T

extracted-adj-first  extracted-adj-last  extracted-adj-mid



(237)

—extracted-adj

LOC

NLOC|SLASH
MODIFIED

CAT|HEAD
CONT[HOOK

S8 NLOC|SLASH|APP <, LIST {{CAT|HEAD|MOD <
| MODIFIED hasmod
Loc [ContiHooK )

HDR|SS

notmod

LOC |CAT|HEAD

intersective-mod

CONT|HOOK
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Example (237)%° shows the rule that would be used to extract an adjunct after any arguments,

the extracted-adj-last in (236), accounting for (231), as shown in (233). Because SLASH is of

type append-list, there are no issues with placing the extracted adjunct at the specified position

on the mother’s SLASH, but the order of the arguments put on the SLASH list is determined at the

level of the lexical entry, and, in order for any extracted adjuncts to be inserted at some specific

position, there would have to be an analogous phrase structure rule for extracted-adj-first (238)

and extracted-adj-mid (not shown).

(238)  [extracted-adj-first

[ CAT|HEAD
Loc [CONT|HOOK ]

SS
NLOC|SLASH|APP (|LIST {|CAT|HEAD|MOD
| MODIFIED hasmod
[ CAT|HEAD ]
LOC [

CONT|HOOK [2
HDR|SS |

NLOC|SLASH
MODIFIED

notmod

intersective-mod
LOC |CAT|HEAD
CONT|HOOK

I

Without lexical threading however, the order of the elements on the SLASH list is not de-

termined at the level of the lexical entry, and several adjunct extraction rules are not needed.

Extraction rules now can apply in any order, not restricted by the verb’s lexical entry. Any ex-

traction rule, including the sole adjunct extraction rule, simply appends to the daughter’s SLASH

29 Abbreviations: SS: SYNSEM, LOC: LOCAL; NLOC: NON-LOCAL; APP: APPEND; HDR: HEAD-DTR
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list. Even if the adjunct goes in between the arguments, without the lexical threading assump-
tion, the verb’s lexical entry does not constrain its SLASH list with respect to its arguments thus
precluding the adjunct from going in between. Recall from example (233) how the combination
of subject (234), complement (235), and adjunct (237) extraction yields an analysis for (231).
Without the lexical threading assumption, the same set of rules, with only one extracted-adj as
shown in (237), provides an analysis for (229) and (230) without further stipulation. I show the
analysis for (230) below as (239).

(23 9) Swh—ques
[SLASH ()]

A

NP Swh—ques
| [SLASH (3))]
kto A
‘who’
ADV Swh—ques
| [SLASH (21, B))|

kogda A
‘when’

NP Sex—subj
| [SLASH (1, 21, B)|
kogo ‘
‘whom’

Sex-adj
[SLASH (@, 2))

|
VPex-comp
[SLASH (1]

\
[SLASH ()]

videl

3 b

saw
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The summary of the infrastructural changes associated with getting rid of lexical threading in the
Grammar Matrix is given in §7.11.2.

Finally, note in the adjunct extraction rule (237) how, following Flickinger (2000), I block
multiple adjunct extraction (225) by the MODIFIED feature and a hierarchy of mutually exclusive
types (e.g. hasmod vs. notmod) appropriate for it. Removing the MODIFIED constraint would
allow both (225) and (227) (which could perhaps be seen as desirable, given at least (227)), and
then the limit on how many adjuncts can be extracted would have to be put either formally or
through constraints on the parsing algorithm (the latter could in principle be seen as a way of

modeling processing constraints).

6.5.2 Optional fronting
For the purposes of this project, I analyze (240)—(245) as optional fronting.

(240) Twr rpme  paboraemib?
Ty gde rabotaesh?
2sG where work.2SG.PRES
‘Where do you work?’ [rus]

(241) T'me TBI paboraeuib?
Gde ty rabotaesh?
where 2SG work.2SG.PRES
‘Where do you work?’ [rus]

(242) Kwuury xto ymTaer?
Knigu kto chitaet?
book.AcCc who.NOM read.3SG.PRES

“Who is reading the book?’ [rus]

(243) Kro xHury umraer?
Kto knigu chitaet?
who.NOM book.AccC read.3SG.PRES

“Who is reading the book?’ [rus]
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(244) Tol uro ynTaeuIb?
Ty chto chitaesh?
2sG.NOM what.AccC read.2SG.PRES

‘What are you reading?’ [rus]

(245) Yro TbI ynTaCIIb?
Chto ty chitaesh?
what.ACC 2SG.NOM read.2SG.PRES

‘What are you reading?’ [rus]

This is not how Russian fronting is seen in much of the literature; syntacticians argue that fronting
in Russian is obligatory (Stepanov, 1998) and that whatever material precedes the question word
at the left periphery was fronted as well (Bailyn, 2020). Futhermore, there is work about other
Slavic languages, e.g. Serbo-Croatian [hbs], arguing against the concept of optional fronting as
applied to these languages (Mismas, 2015). However, given that the notion of optional fronting
does exist in typological literature (see §2.5.1), I decided to see how well it applies to Russian if
looked at through the HPSG lens.*? Given my analyses for single fronting (§6.3) and in situ (§6.4)
languages, I hypothesize that optional fronting could be modeled as a hybrid, by allowing both
the filler-gap wh-ques phrase and the in situ phrase in the grammar. The sentence (242) will then

be analyzed using the in situ phrase (246).

30Recall once more that ultimately, the goal of this dissertation is not to so much to present individual grammars
for individual languages and make strong claims about those languages as to to develop a system of interoperable
analyses for a range of typological possibilities. So Russian here served for an analysis of an optionally fronting
language, even though ultimately, Russian may have turned out to be not the best illustrative language for the
purpose — which is interesting in the sense that it provides additional evidence to claims that Russian does not
have optional fronting.
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(246)
Sin—situ
QUE ()
SF  ques
Scomp—head
QUE (X)
SF  prop-or-ques
NP
‘ Vsubj-head
o [QUE (X)]
nigu
:booka /\
VP
NP
[QUE (X)]
chitaet
‘ ‘reads’
kto
‘who’

So far everything is simple; I use the same rules for optional fronting as for obligatory fronting (§6.3)
and in situ (§6.4), combined. The problem, however, is the ambiguity which arises from having
both the filler-gap construction for questions and other head-final rules, such as subject-head,
which allow wh non-head daughters, in order for the in situ construction to apply at the top.
Recall from §6.1 and §6.3 that, under my analysis, all wh-words have nonempty QUE lists. In
English, it was not a problem because it is an obligatory fronting language. The head final subject-
head rule in English does not allow wh non-head daughters and therefore could never apply in the
place of the filler-gap phrase (§6.3.4) thus causing unwanted structural ambiguity in the grammar.
But if the grammar underspecifies the non-head-daughter’s QUE value on e.g. the subject-head
rule and includes both the filler-gap wh-ques phrase and the in situ phrase, undesirable structural

ambiguity arises in sentences like (247), as illustrated in (248b)—(248Db).
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(247) Kro uner?
Kto idet?
who.NOM go0.3SG.PRES
‘Who is there? (Lit.: “Who is coming?’)’ [rus]

(248)
a b.
Sin-situ Swh-ques
[QUE ) ] [QUE ) ]
SLASH () SLASH ()
‘ /\
Ssubj-head NP Sex-subj
[QUE (X) ] [QUE (X) ] lQUE ) ]
SLASH () SLASH () SLASH (NP)
T~ | |
kto
NP VP . , VP
QUE (X) | [QUE () who QUE ()
SLASH () SLASH () SLASH ()
| | |
kto idet idet
‘who’ ‘go’ ‘go’

In other words, in a language which allows both fronted and in situ wh-elements, if e.g. a subject-
head rule allows wh- non-head daughters, a sentence with a wh-phrase in the front (247) can be
licensed by both extraction (248b) and a regular subject-head rule plus the in situ phrase (248a).

In the context of this work, I suggest using a peripheral or “edge” feature (Miller, 1992) to
mitigate this problem. I call the feature L-QUE, for “question in the left periphery”. Previously in
the Grammar Matrix, an edge feature was used in the context of the information structure library
(Song, 2014). The point of the feature is to detect whether the element in the left periphery has

certain properties or not; in the case of L-QUE, it is to detect whether such element is a wh-word
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or not. If it is, the whole structure is [L-QUE 4], in the second [L-QUE —].

To implement L-QUE as an edge feature, for languages which allow both fronted and in situ
constituent questions, I add L-QUE as a feature appropriate for the type synsem and then add its
percolation to the phrase-or-lexrule type (249):3!

(249)  [phrase-or-lex-rule

SYNSEM|L-QUE
ARGS ([ SYNSEM|L-QUE @1, ...)

This simple addition means that L-QUE value is passed up to the mother from the leftmost daughter,
thus recording some information about what is at the left edge of the clause. Next, I introduce
two lexical supertypes, one for all wh-words (250) and one for all other words (251).

(250) [basic-wh-word-lex
| SYNSEM|L-QUE +

(251) [basic-non-wh-word-lex
| SYNSEM|L-QUE -

All wh-words will inherit from basic-wh-word-lex; all other words from basic-non-wh-word-lex.
Thus, all wh-words have L-QUE set to +, and therefore if there is a wh-word in the left periphery,
the whole clause will end up [L-QUE +].3?

The in-situ phrase (217) in Russian then includes a constraint on its head daughter’s L-QUE so
as to rule out spurious ambiguity of the kind described above. The idea is to prevent them from

taking head daughters which have just attached another whi-word to the left periphery, or in other

words to insist on head daughters which are [L-QUE —] as in (252).

310nly the new constraint is shown on the phrase-or-lex-rule type.

321 will revisit these two supertypes again when I discuss customization of question particles (6.7.1). For now, for
readers who are wondering why these types are not specifying the QUE value, I will just note that it is because of
words like the English whether; it is a wh-word but it has nothing to do with constituent questions and its QUE list
is empty.



(252)  [in-situ-ques

SYNSEM

HEAD-DTR|SYNSEM

LOCAL|CAT

NON-LOCAL

LOCAL|CAT

L-QUE

[MC  bool
VAL [
[QUEILIST ()|
[HEAD verb

SUBJ ()
VAL [4COMPS(J

NON-LOCAL [QUE|LIST (ref-ind, ...)||
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Derivation (248a) is then ruled out as follows (253), given a lexical entry for ko which is a subtype

of basic-wh-word (250) and therefore [L-QUE +]:

(253)

S in-situ

[HEAD-DTR|SYNSEM|L-QUE -|

Ssubj—head
[L-QUE + ]|

A

NP VP
|[L-QUE +| [L-QUE -]

kto idet

3 b

who

‘goes’

The subject extraction rule also needs to be customized with respect to the L-QUE feature, as

shown in (254).
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(254) [extracted-subj-phrase
[LOCAL|CAT|VAL|SUBJ )

NON-LOCAL|SLASH|APPEND (1, [LIST (T)))

[L-QUE
gap
LOCAL 1

SYNSEM

HEAD-DTR|SYNSEM [LOCAL|CAT|VAL|SUBJ <

|NON-LOCAL |SLASH

This is to rule out derivations like (256a) and only admit (256b), for sentences like Russian (255).33
(255) Kro 4TO BUJUT?
Kto chto vidit?

who.NOM what.ACC see.3SG.PRES
‘Who sees what?’ [rus]

33 Alternatives such as constraining the subject extraction rule with respect to its daughter’s SLASH list or COMPS
list will not work for languages with free word order, because the subject extraction rule needs to be able to apply
both below and above complement and adjunct extraction, as illustrated in (239) and (233).
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(256)
a. b.
Swh—ques Swh—ques
NP +g NP S wh-ques
ex-subj
[DTR|L-QUE - —
kto ‘ kto NP Sex—subj
‘who’ ‘who’
VPhead-comp chto VPex-comp
[L-QUE +|
A ‘what’ ‘
vV
A%
NP ‘
[L-QUE +] vidit
‘ vidit 13 B
Sees
chto SE€ECS
‘what’

L-QUE alone however is not sufficient to deal with all the ambiguity arising from the optional
fronting analysis.>* Note that in my analysis of Russian, the adjunct-head phrase’s head daughter
cannot be constrained to be SLASH-empty. This is because otherwise, assuming also the adjunct
extraction rule is stipulated as in (237), sentences like (257) would not be licensed.

(257) Kyma wmb 3aBTpa  npuOyaem?
Kuda my zavtra  pribudem?

where 1PL.NOM tomorrow arrive.lPL.FUT
‘Where will we arrive tomorrow?’ [rus]

3*Moreover, where this feature also will not help is in languages where wh-specifiers may attach to the noun on
the right (dog which), if such languages exist. In such a case, the NP such as dog which will be [L-QUE —] and
the hypothetical sentence who [dog which] sees?, meaning, in such a hypothetical language, Who sees which dog?,
would result in two derivations, like in (256a)—(256b). This could perhaps be mitigated by nouns getting their
L-QUE values from either the determiner of the bare NP rule, instead of starting out with the minus value in the
lexicon. Testing this was not part of my work.
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To see why, recall first that the adjunct extraction rule (237) is constrained to only apply to
MODIFIED notmod head daughters,? in other words to structures which had not been modified.
This is to preclude multiple adjunct extraction (since it is both rare and presents engineering
problems for the parser). This means however the adjunct needs to be extracted low, before any

other adjuncts, which will set the MODIFIED value to a subtype of hasmod, attach (259).

(259) S
ADV S
[SYNSEM[LOCAL ] —
‘ NP VPadj-head
kuda | [SYNSEM|MODIFIED Imod|
‘where’ my /\
(We’
ADV VP adj
‘ MODIFIED hasmod
zavira SYNSEM NON-LOCAL|SLASH|LIST <>]
tomorrow” | HEAD-DTR |SYNSEM|MODIFIED notmod

VP

[SYNSEM|MODIFIED notmod|

pribudem
‘will arrive’

But this means, the adjunct-head rule must allow SLASHed head daughters. This results in spurious
ambiguity where the same adjunct-head phrase attaches both below and above subject extraction.

The situation is illustrated by (261a)—(261b) for the Russian sentence (260) below.

33The relevant portion of the type hierarchy is presented in (258). Note that hasmod and notmod do not unify as
they do not have a unique greatest lower bound (see §3.2, p. 40), while e.g. Imod unifies with its parent, hasmod.

(258) xmod

_— N

notmod-or-rmod  notmod-or-lmod  hasmod

[

notmod Imod  rmod
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(260) Ko 3aBTpa  npudyaer?
Kto zavtra  pribudet?
who.NOM tomorrow arrive.3SG.PRES
‘Who will arrive tomorrow?’ [rus]

(261)
a b.

S wh-ques S wh-ques

NP Sadj—head NP Sex—subj

kto ADV Sex-subj kto Sadj-head

‘who’ ‘ ‘ ‘who’ /\
zavtra VP ADV VP
‘tomorrow’ \ \ \
pribudet zavtra pribudet
‘will arrive’ ‘tomorrow’  ‘will arrive’

Perhaps this is an indication that multiple adjunct extraction should be allowed after all (given also
acceptability of (227)); but in the context of my current analysis which does not allow multiple
adjunct extraction, I propose a solution using a parameterized list.

parameterized lists are lists which place constraints on what kind of elements can be on them.
For example, in the ERG and in the Grammar Matrix, olist, for optional element [ist, is a list of
elements which can be dropped, such as dropped subjects or objects, for the argument optionality
analysis in the Matrix (Saleem, 2010). For the purpose of ruling out spurious derivations like in
(261), 1 use the canonical list type. Canonical-list is a list of elements which are not of type gap
(the idea of a type hierarchy in which gap is not unifiable with canonical-synsem was suggested
by Bouma et al. (2001a)). Lists of canonical-synsem have been used in HPSG in other contexts

by e.g. Webelhuth and Bonami (2019) and Bolc (2005) inter alia. An instance of canonical-list
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can be empty or it can contain actual non-extracted elements.

(262) |ccons
FIRST canonical-synsem
REST canonical-list

The full hierarchy for this type of list is presented in (263) for readers interested in the details of
formal implementation. This particular hierarchy is necessary in the context of other lists in the
Matrix. For most readers, what is important is that a non-canonical synsem such as a gap could
never be on this list; that would be a unification failure. The hierarchy for this new type follows

other list hierarchies in the Matrix.3°

(263) list
olist  clist cons null

[T

oclist ccons cnull onull

\/

ocnull

I use this part of the hierarchy to customize the adjunct-head phrase in Russian to only allow
clists as SUBJ lists of their head daughters (264).
(264) |adj-head-int-phrase
HEADD-DTR|SYNSEM|LOCAL|CAT|VAL|SUBJ clist
This means they disallow “gappy” (131) subjects (while still allowing empty subject lists!), and
so (261a) will be ruled out as shown below in (265).

360ne type that is missing from this hierarchy that is present for other types of lists is a type
which would inherit from both ccons (nonempty canonical list) and ocons (a list of optional elements).
Introducing such a type causes issues in the system (https://delphinga.ling.washington.edu/t/
in-situ-wh-words-in-languages-which-also-do-extraction/394/43) while not adding it so far did not
introduce any —none of the grammars required it— and, deciding what to do about this currently omitted type
remains future work.


https://delphinqa.ling.washington.edu/t/in-situ-wh-words-in-languages-which-also-do-extraction/394/43
https://delphinqa.ling.washington.edu/t/in-situ-wh-words-in-languages-which-also-do-extraction/394/43
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(265) Swh-ques

/\

NP
‘ * Sadj—head
|[HEAD-DTR|SUBJ clist]

kto
‘WhO ) /\

ADV
‘ Sex-subj
[SUBJ ( gap)]
zavtra
‘tomorrow’ ‘

VP
[SUBJ (NP)|

pribudet
‘will arrive’

6.5.3 Russian pied-piping

In Russian, the question determiner can appear in the front of the sentence, separately from the

noun (266)—(267a). At the same time, Russian requires pied-piping of adpositions (267b)—(268b).

(266) Kakyro WBan YUTAET KHUTY?
Kakuju  Ivan chitaet knigu?
which.Acc Ivan.NOM read.3sG.PRES book.ACC
‘Which book is Ivan reading?’ [rus]

(267) a. B kaxoi WBan npuexan ropog?
V kakoi Ivan priehal gorod?
In which.Acc Ivan.NOM arrive.3SG.PAST city.ACC?
‘In which city did Ivan arrive?’ [rus]

b. *Kakoit WBan npuexan ropog  B?
*Kakoi Ivan priehal gorod  v?
Which.Acc Ivan.NOM arrive.3SG.PAST city.ACC in?

Intended: ‘In which city did Ivan arrive?’ [rus]®’

371t does not seem to be a phonological restriction (268b).



(268) a. U3

1z

Ban
Ivan

KaKoro
kakogo

npuexan
priehal
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ropoja?
goroda?

from which.GEN Ivan.NOM arrive.PAST.SG city.GEN

‘From which city did Ivan arrive?’ [rus]

HBan
Ivan

b. *Kaxkoro
*Kakogo

npuexan
priehal

u3
iz

ropoja?
goroda?

which.GEN Ivan.NOM arrive.PAST.SG from city.GEN

Intended: ‘From which city did Ivan arrive?’

[rus]38

To model the determiner fronted separately from the noun, I suggest a determiner extraction

rule (269), similar to subject and complement extraction (197)—(198) in that it takes an element

off a list (specifically, the SPR list) and puts it on the SLASH list such that a LDD is created which

can ultimately be realized by the filler-gap rule, as shown in (270). This rule also identifies the

local features of the noun which the extracted determiner is the specifier for with the extracted

element’s SPEC, in order for the correct semantics to be constructed, as illustrated in Figure

6.4. In particular, the identity ensures that the which_q_rel quantifier is correctly linked to the

_book_n_rel relation via the HCONS (see §3.2.2).

(269)  J[extracted-det-phrase
SUBJ
LOCAL CAT|VAL :?FTC
SYNSEM COMPS
LIGHT
|NON-LOCAL
gap

LOCAL|CAT |VAL|SPR
HEAD-DTR|SYNSEM

NON-LOCAL [I[SLASH|LIST (2)]
[LIGHT
[RELS|LIST ()
HCONS|LIST ()
ICONS|LIST ()
|[HOOK

C-CONT

LOCAL P]{CAT

)
O
O
O

local
HEAD det

VALISPEC ([LOCAL F])
CONT|HOOK

>

38 This sentence happens to be possible with the translation: “Why the hell did Ivan arrive from the city?’ (Kakogo
being derived from ‘which devil’ and not modifying ‘city”), but that is not the structure which I intend to illustrate.



_ITII'S
LTOP h
INDEX I:‘{I
_7which7q7rcl exist_q_rel | _read_v_rel
LBL h LBL h _ivan_n_rel LBL
RELS ARGO H | ARGO H .|LBL h |, | ARGO
RSTR h | |RSTR h ARGO ARGl
BODY h | |BODY h ARG2
geq geq
HCONS ( HARG . |HARG >
LARG LARG
Figure 6.4: MRS for sentence (266).
(270) Swh-ques
D Ssubj—head
kakuju NP VPead-comp
3 : b
which /\
Ivan \% NPextr—det
chitaet N
‘reads’
knigu

‘book’

h _book_n_rel
,|LBL
ARGO
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For adpositions, if pied-piping is obligatory, the complement extraction rule (235) can be

easily constrained to not take adpositions as daughters (271).3° Sentences like (267b) are then

ruled out because there is no way the complement extraction rule would license a sentence with

a “stranded” adposition, as is possible in English (214).

3The +nvjredmo is a disjunctive type that includes everything except adpositions. The full list of these types with

a legend is included in every Matrix grammar.



271)

[extracted-comp-phrase

SYNSEM

HEAD-DTR|SYNSEM

[LOCAL|CAT|VAL|COMPS (@
NON-LOCAL|SLASH|APPEND < ,[LIST <>]>

gap
FIRST
VAL|COMPS [LOCAL
LOCAL|CAT REST B
HEAD +nyjredmo

[NON-LOCAL|SLASH

0
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In the presence of the determiner extraction rule however, it is also necessary to constrain adposi-

tions themselves to not take gappy complements (272) in order to rule out sentences like (268b),

as illustrated in (273).

(272)

norm-adposition-lex

SYNSEM

LKEYS|KEYREL

ARG-ST

LOCAL

[adp
intersective-mod
HEAD |\ rop LOCAL [CAT|VAL|SPR cons >
CONT|HOOK |[INDEX
[SPR ()
SPEC ()
SUBJ ()
HEAD noun
CAT LOCAL ¢ [VAL|SPR )
CONT|HOOK |[INDEX
VAL HOOK|INDEX
COMPS < PRED
CONT |RELS|LIST < ARGO event
ARG event-ot-ref-ind
HCONSILIST ()
NON-LOCALISLASHILIST ()

NON-LOCAL non-local-none )

argl2-ev-rel
PRED
ARG1

ARG2
)

)
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(273) Sﬁller—gap
D S
kakogo ~ NP VP
‘which’ ‘ /\
Ivan VP >kPPhead-comp
pr iehal P NPex-det
‘arrived’

|comps ([sLash ()] [SLASH €0
\ y
1z
‘from’ |
goroda
‘city’

6.5.4 Interim summary

The analysis of multiple optional fronting presented above relies on the set of rules used in my
analysis of single obligatory fronting and in situ languages, put together. The extraction and
filler-gap rules, the constraint on the length of the SLASH list removed, take part in the analysis of
fronted question phrases. The in situ phrase is used for nonfronted question phrases, for which it
is also necessary that the subject-head rule allows wh-phrases as nonhead daughters. Put together,
the combination yields optional fronting. This analysis is not perfect; a number of ambiguity
issues arise, which can be handled with the addition of new features, but some issues will remain
even then. Specifically, I present the analysis as working exactly to the degree presented in my
description of the testing of the Russian grammar (§8.3.2). It is the biggest grammar that I test
in the scope of this work, and I note that the combination of the in situ rule with the filler-gap
rule appears awkward, given the ambiguity issues such as the ones presented above. The need for
additional devices such as L-QUE feature and the clist type, which still do not succeed in ruling

out all of the ambiguity completely, may point towards the view largely held in the Minimalist
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literature, namely that there is no optional fronting and that examples like (240) should probably
be analyzed as involving multiple application of the filler-gap rule not only to wh-words but also

to the subject of the clause.
6.6 Languages which do not allow multiple questions

Recall from Chapter 2 that some literature argues that there are languages such as Tamasheq
(Berber) which do not permit multiple questions in one clause (274a)—(274b).
(274) a. May t-sghu terbatt

what.cM 3Fs-bought girl
‘What did the girl buy?’ [taq] (Stoyanova, 2008, p. 174)

b. *Wiy  yzrin may?
who.CM saw.PART what.CM
Intended: ‘Who saw whom?’ [taq] (Stoyanova, 2008, p. 174)

For this section of my analyses, I did not have a test suite from a real illustrative language;*°
instead, I constructed a specification and test suite for a pseudolanguage (§5.4). It is an optionally
fronting VSO pseudolanguage (275).
(275) tv the nl the n2

who tv the n27

tv who the n27

tv the nl what?

what tv the nl?

*tv who what?

*who tv what?

*what tv who?

Modeling this pseudolanguage requires a different version of the filler-gap wh-ques-phrase,

since this language is fronting, while a language which does not allow multiple questions but that

is in situ, requires a different version of the in-situ-ques. In the pseudolanguage presented above,

the head daughter of the wh-ques-phrase is constrained to be QUE-empty (276). The length of its

40This is simply because of prioritizing in the context of various constraints, mainly time. I would have used Italian
or Berber as an illustrative language, had I had more time.
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SLASH list will be constrained to 1 because this type of language can only be specified as single

fronting.*!

(276) -wh-ques-phrase

SYNSEM

HEAD-DTR|SYNSEM

NON-LOCAL

NON-LOCAL

LOCAL|CAT [VAL [0] [

NON-HEAD-DTR|SYNSEM

HEAD verb
CAT |MC bool

LOCAL VAL [@

[QUE|LIST ()
|SLASHILIST ()

'SLASH|LIST ()
QUEILIST ()

[LOCAL [CONT|HOOK|ICONS-KEY focus|
NON-LOCAL|QUE|LIST (ref-ind)

SUBJ ()
COMPS ()

CONT|HOOK |INDEX|SF gues

I

]

This means, there could be at most one application of the filler-gap wh-ques-phrase, as in other

single fronting languages, and furthermore, if rules like subject-head or head-complement allow

wh-phrases as non-head daughters, whichever phrase structure rules applied prior to the wh-ques-

phrase, the clause so far cannot contain any wh-elements (277).4?

41 Trying to specify a language which does not allow multiple questions as multiply fronting should lead to a Matrix

questionnaire validation error. It is not a permitted choice because it does not make sense logically.

“1n a hypothetical SOV language which would not allow multiple questions in one clause, the SLASH list length
constraint would preclude also a multiple application of the filler-gap wh-ques-phrase which would otherwise be
possible, as my wh-ques-phrase zeroes out the QUE list (i).

@i) s
/\

NP

£
‘ [HEAD-DTR|SLASH (X)|

who /\
NP
‘ Sex-subj
QUE ()
what | SLASH (NP, NP)

VPercomp
QUE ()
SLASH (1)

\4

saw



166

(277)
*Swh—ques

QUE ()
[HEAD-DTR [SL ASH <>H

T

[IINP
‘ Shead-comp

QUE (X)
SLASH ()

/\

Sex-subj NP
[QUE () ] [QUE (X) ]
SLASH (@)| |SLASH ()

\% may
‘ ‘what’

wiy
who’

3

yzrin

3 b

saw

The in situ phrase in such languages will constrain its head daughter to have a QUE list of

length exactly one (278).

(278)  [in-situ-ques

[ [MC  bool
LOCAL|CAT

SYNSEM | VAL [ ]
NON-LOCAL [QUEJLIST ()]
[ [HEAD verb
LOCAL|CAT SUBJ ()

HEAD-DTR|SYNSEM _VAL @[COMPS <>]
INON-LOCAL [QUEILIST (X)]

With this constraint in place, (279) is ruled out because phrasal types like head-subject and head-

complement rule append their daughters’ QUE values (§6.3.2).
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(279) *Sin—situ

| HEAD-DTR|NONLOC|QUE (X))

S
[QUE (11, [2)]

/\

\Y NP

[QUE (1)]  [QUE (2)]

N |

Vv NP what

| [QUE ()]

tv ‘
who

If the pseudolanguage is extended to include also complex sentences, then the problem arises

how to rule out sentences like (280).

(280) *[Asked Nounl who tv Noun2] where

‘Where did Nounl1 ask, who performed some action on Noun2?’ [pseudo]

In an optionally fronting language (§6.5.2), there will be both the filler-gap phrase and the in situ
phrase, resulting, problematically,*® in (281). The QUE constraint is not going to help here because
the filler-gap rule (and interrogative phrasal types generally) discharge the QUE dependencies. In
other words, QUE is not a way to detect whether the structure is a constituent question; it is only

a way to detect a long-distance dependency that has not yet been discharged. The point is, even if

BTo reiterate, this is a constructed situation and artificially constructed ungrammaticality. Stoyanova (2008)
argues that there are languages which do not allow multiple questions or multiple focus positions, all examples
in her paper being simple clauses. It is not fully clear to me whether this ‘ban’ on multiple questions generalizes
to complex clauses, given also that I am not working within the same syntactic theory tradition. I think it should
generalize because she argues that it is the uniqueness of the focus position that is responsible for the ‘ban’,
drawing comparisons with e.g. multiple fronting in Bulgarian. If multiple fronting is an example of a “cluster”
focus position (Stoyanova, 2008), then the argument should probably apply to complex clauses and long-distance
questions, because fronting is tightly connected to LDDs.
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the wh-adverb constrains the element it modifies to have empty QUE, that is not going to violate
any constraints on the structure which contains a full question, and constraining QUE lists in this
language to be at most of length one is not going to help either if there is an full embedded question

as in (281).

(28 1) Sin-situ

Shead-adj
[QUE ()]

/\

Shead—comp ADV
[QUE ()] [QUE (1]
/\ ‘
A\ Swh-ques where

e R0
N

‘ ‘ NP Sex—subj
asked nounl ‘

|
who A%

RN
A\Y NP
| |

tv  noun2

This situation can be ruled out if we keep track not only of whether there is a question-related
dependency in the sentence but additionally whether there is a question word there. This can
be done using a feature type (I will call it wH)** for which a boolean feature is appropriate:*

[WH|BOOL bool]. Then suppose this BOOL is + in all wh- words and — in all other words. Now,

44Recall that in Ginzburg and Sag (2000), QUE is called WH. This is not how I use the feature name here; here I
use QUE for Pollard and Sag’s (1994) QUE and wH for the new feature.

4> Generally, a boolean is a type which has exactly two possible values (usually true and false). In the Grammar
Matrix true is called + and false is called —.
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if the value of WH on mothers of phrases like head-subject, head-complement, and head-adjunct
is a logical OR of the daughters,*® it becomes possible to constrain the wh-adverb to not modify

structures which already have a wh-word in them (282)—(283).

(282) |wh-adverb
SYNSEM|HEAD|MOD <[LOCAL|CAT|WH|BOOL —]>

(283) Sin-situ
* Shead—adj
Shead-comp ADV

[WHIBOOL ] ;oD ([wH|BOOL - )
T |

v S wh-ques

where
N [WH|BOOL +]
A% NP /\
‘ ‘ NP Sex—subj
asked nounl
[WH[BOOL +] |
‘ \%
who A
\Y% NP
| |
tv  noun2

The first part of the solution exemplified by (283) involves revising the types (250) and (251)
as (284) and (285), after adding WH as a feature appropriate for the CATegory substructures (286).

(284) [basic-wh-word-lex
L-QUE +

SYNSEM\ | 5CAL|CAT|WH|BOOL +

46Logical OR is a function which takes two boolean values as input and outputs true if at least one of them is true,
and false otherwise. In other words, OR returns false only if both inputs were false.
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(285) [basic-non-wh-word-lex
L-QUE -

SYNSEM\ | 6CAL|CAT|WH|BOOL -

(286) [cat
HEAD head-min
VAL valence-min
MC luk
MKG mkg

HC-LIGHT  luk
POSTHEAD bool
WH logical-or

As for implementing the OR operation and the type logical-or in the DELPH-IN formalism,
interested readers are invited to consult §7.11.3 for full details. What matters here is that wH
takes the type logical-or as its value, which in turn has the feature BOOL. Ultimately, each specific
structure has its value for BOOL either underspecified or + or —. The value on the mother of e.g.
the head-subject rule is the logical OR of the daughter’s booleans, so that where there is any +

value, the result is + regardless of what the second value is.
6.7 Question particles. lllustrative languages: Japanese (Japonic), Russian (Indo-European)

As discussed in §2.6, question particles are separate words in the clause which mark it as a
question. I start here with an analysis of Japanese clause final particles (§6.7.1). As for second
position, I did not include a real illustrative language specification and test suite, but second
position particles are used in Russian for polar questions, and I include an illustrative analysis
for those along with an analysis of a pseudolanguage with second position constituent question

particles (§6.7.2).

6.7.1 Clause-final question particles

In Japanese, the particles are clause-final (287). Furthermore, I assume an analysis of Japanese

where no and ka have different distribution, according to Miyagawa (1987). In particular, no is
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described as possible in both main and embedded clauses while ka is described as possible in
constituent questions only in embedded clauses (287)-(290).4’
(287) Dare ga  kuru no?

who NOM come Q
‘Who will come?’ [jpn] (Miyagawa, 1987)

(288) *Dare ga  kuru ka?
who NOM come Q
Intended: “Who will come?’ (Miyagawa, 1987)

(289) Boku wa [dare ga kuru no] sitteru
I TOP who NOM come Q know
‘I know who will come.” [jpn] (constructed by me based on Miyagawa 1987)

(290) Boku wa [dare ga  kuru ka] sitteru
I TOP who NOM come Q know
‘I know who will come.’ [jpn] (Miyagawa, 1987)

The lexical type for clause-initial and clause-final question particles was already in the Ma-
trix for the polar questions analysis (Bender and Flickinger, 2005). Such particles were ana-
lyzed by Bender and Flickinger (2005) as complementizers and are therefore a subtype of the
complementizer-lex-item and simply add an interrogative sentential force value to the clause; if a
question particle attached, the clause’s SF (sentential force; §4.2.1) value is no longer underspec-

ified between proposition and guestion and becomes gues (291).

47 Actually, it does not appear to be the case generally; see e.g. Wakabayashi and Okawara 2003 for examples
of the use of ka in main clauses, with formally polite verb forms. Nevertheless, the ability to model a grammar
fragment which does not include politeness and where ka is therefore not possible in main clauses is part of the
goals of the grammar customization system.



(291) [gpart-comp-lex-item

SYNSEM

ARG-ST

com,
HEAD MO§<>
MC  bool
CAT [SPR )
SPEC
LOCAL VAL SUBJ 8
i |COMPS ([0)) ]
[HCONS|LIST ()
CONT [RELS|LIST ()
|[HOOK [INDEX|SF gques|
| NON-LOCAL ;zon-local-none -
HEAD verb
LOCAL|CAT SUBJ
| VAL [COMP<S>< )] >
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The particle being a complementizer, the derivation for (292) looks like (293), with the particle

and the clause joining under the head-complement rule:

(292) Mary ga kita no
Mary NOM arrive Q

‘Did Mary arrive?’ [jpn] (Sudo, 2013)

(293)

[SF ques]

CPhead—comp

T

Ssubj—head

[SF prop—or—ques]

T

NP VP

Mary ga kita
‘arrive’

C

no

Q

Under my analysis, the same particle lexical type is used in constituent questions like (287) as

well. Note that the in situ rule and the particle perform duplicate semantic work; with or without
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the particle, the semantic structure will be the same (Figure 6.5).

[mrs -
LTOoF  [hdilh
mnoEx [e7[¢]
which_g_rel
_person_n_rel| |1 g1, h _Come_v_re}::
. LEL [h8
RELS <LBL b3 h |,|arco i >ea null
arc0 ] ||rRSTR 8 h | |3he;
BODY [h7] h | A4
geq
HCONS (HARC— >@ null
LARG

Figure 6.5: The semantic structure for the sentence (287)

(294) CP head-comp

[SF ques]

T

S in-situ C

[SF ques] ‘
‘ no
Q

Ssubj—head

[SF prop-or—ques]

N

NP VP

dare ga kuru
‘who ‘come’

2

As for the optionality of the particle, the lexical type for the particle is not involved; rather,
the question-forming phrasal type is. Note that, given the underspecified MC (main clause) feature
value on the in-situ-ques type (217), the mother of the in situ phrase is unifiable with the root (75);
it can (294) but does not have to (218) further go through the head-complement for a sentence to

be well-formed. This is to account for the fact that particles in Japanese are optional (Miyagawa,
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1987) (see §6.7.3 for the treatment of particles obligatory and impossible in constituent questions).

Finally, according to Miyagawa (1987), in constituent questions, the particle ka is only possible
in embedded clauses (288)—(290). This is achieved with a subtype of the question particle (291)
presented in (295).

(295) |ka-particle
MC (1

SYNSEM VAL|COMPS ([MC (1])

LOCAL|CAT

Such a type ensures that sentence (288) is blocked because the structure licensed by attaching ka
to its complement will be [MC —] which is incompatible with the type root (75). Sentence (290),
on the other hand, is licensed. The no particle, if specified as possible in both main and embedded
clauses and in both polar and constituent questions, will not have these additional constraints and

will license both (287) and (290).

6.7.2 Second position question clitics

Question particles also come in the form of second position elements, as is illustrated by Russian
examples (296)—(297). In Russian, the clitic attaches to the first word in the sentence (rather than
the first phrase), and the position is relative to the clause as shown in (297) where the position is

second within the embedded clause.

(296) Iuwer JH CTYJIEHT AuccepTanuio?
Pishet li student dissertatsiju?
write3SG.PRES Q student.NOM dissertation.ACC
‘Is the student writing the dissertation?’ [rus]

(297) A we 3HaiO, NULLIET JH CTYJEHT JIACCEPTALMIO.
Ya ne znayu, pishet li student dissertatsiju.
1SG NOT know.1SG.PRES write3SG.PRES Q student.NOM dissertation.ACC
‘I don’t know whether the student is writing the dissertation.’ [rus]

(298) *Kro au uuaetr?
*Kto li idet?
who.NOM Q arrive.3SG.PRES
Intended: ‘Who is arriving?’ [rus]
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The Russian examples (296) and (297) show a second position clitic in polar questions. Indeed,
in Russian this clitic is not possible in constituent questions (298). The analysis of second position
clitics presented below works both for languages like Russian and those where the same particle
can be used in polar and constituent questions, but the only natural language data I tested it with is
from Russian (§8.3). So, during development, I tested the analysis applied to constituent questions
only with artificial pseudolanguage data (§5.4). Because I worked mostly with Russian second
position clitics, the discussion in this section needs to depart from constituent questions to a fair
extent, in order to give sufficient detail on how the analysis of second position clitics works.
However, these details are necessary to demonstrate the interaction between the two phenomena
in the context of implementing an analysis for a range of question particles as a system.*® The
last thing to note here is that I do not implement support for second position clitics in embedded
clauses (297). In this work, I implement the preliminary analysis sketched by Emily M. Bender
for her grammar engineering class without any extensions. That analysis only covers cases like
(296), where second position is taken strictly, to mean literally second position in any string of
words, regardless of whether there are multiple clauses there.

The type for the second position clitic is presented in (299).

481 have a section in the next chapter of this dissertation which is dedicated to interactions between libraries (§7.10).
However, it did not make sense to postpone the discussion of second position clitics in polar questions until that
section, because without such discussion, it is hard to explain how the analyses together cover a range of particle-
related phenomena in the context of constituent questions.
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(299) [ques-clitic-lex-item
[ [ adv
intersective-mod
HEAD CAT|HEAD +nvrpd
MOD L-PERIPH +
CAT LIGHT +
[SPR )
SPEC ()
SYNSEM |[LOCAL VAL SUBJ ()
| COMPS ()
[RELS|LIST ()
QUE|LIST ()
CONT REL|LIST )
NON-LOCAL SLASH|LIST ()
YNQILIST  (*top*)

This type treats second position clitics as modifiers and differs from other modifiers in features
YNQY,

That the particle only occurs in second position is achieved with the combination of L-PERIPH
and LIGHT features. LIGHT is a boolean feature introduced to HPSG by Abeillé and Godard
(2001).>° This feature is used to indicate whether a constituent is more like a single word
([LIGHT +]) or more like a phrase ([LIGHT —]). I will demonstrate how it works soon below,
after introducing the L-PERIPH feature, but in general, LIGHT is + in terminal nodes licensed by
lexical entries and — on mothers of phrasal rules.’!

L-PERIPH is an ‘edge’ feature (Miller, 1992), like L-QUE (§6.5.2), and it was first used in the

Grammar Matrix by Song (2014), in the information structure library. The value of the feature is

of type luk,> but for the present purposes, the reader can think of it simply as a boolean feature.

4 Calling the feature YNQ may not be accurate because, as I explain below, the clitic can be used to form both
polar and constituent questions. Perhaps the feature could be renamed in the future.

30Tn Abeillé and Godard 2001, LIGHT is called LITE.
>I'Such constraints were already in place on most of the types in the Grammar Matrix before my work.

32 luk includes subtypes + and — but additionally has a possible value of n/a; the need for this is not pertinent here
but details can be found in Fokkens 2014, p.140 and in Song 2018, p.152.



177

Like the L-QUE value, the L-PERIPH value is propagated along the left edge of the clause (300).
The specific value of the feature arises from the second position particle which states that the
element it modifies is [L-PERIPH +] (299) in combination with any binary phrase constrained
as (300), which states that its second daughter’s L-PERIPH value is — and the mother’s value is
propagated from the first daughter.

(300) [basic-binary-phrase
SYNSEM|L-PERIPH

ARGS <[SYNSEM|L-PERIPH @], [SYNSEM|L-PERIPH —]>
Such a constraint needs to be added to all binary phrases as well as to the bare NP rule (which
simply propagates the value to mother from the sole daughter). This, together with the LIGHT
constraint on the element the question clitic modifies (299), ensures the particle which modifies
[L-PERIPH +] elements will only appear in second position, as illustrated by (301) and (302)—(303)

for a fragment of the sentence (296).>3

(301) \Y%

/\

Vhead-mod NP

student

L-PERIPH
ARGS <L-PERIPH 2], 3] L-PERIPH —]>

/\

\Y ADV

L-PERIPH + L-PERIPH +
1
LIGHT +] MOD <LIGHT +}>
pishet i
‘writes’ Q

53Examples of full sentences to follow once the YNQ feature and the associated phrase structure rule are introduced.
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(302) Y
/\

Vhead—subj ADV

[LIGHT -] MOD <[LIGHT +]>]

N |

\Y NP .
li
| | Q
pishet  student
‘writes’
(303) *V head-mod

| ARGS ([, E[L-PERIPH )

/\

e
| | [L-PERIPH [+ ]
S
NP ADV
[L-PERIPH @+]  [MOD (@[L-PERIPH +])

|
I
Q

A fragment where the clitic is in the third position is impossible because, first of all, as illustrated

student

by (302), the clitic cannot attach to a phrase, because of the LIGHT constraint. The only way for
the clitic to attach to a word would be low; but then, unless it is actually in the second position, the
resulting structure becomes [L-PERIPH +] and cannot serve as the second daughter to any other
binary rule, precluding any derivation, as illustrated by (303).

To license full question sentences with second position clitics, I need yet another feature, and

an additional phrase structure rule.”* The feature YNQ is similar to QUE in that it is a nonlocal

>*Once again, I owe this analysis to Emily M. Bender and her grammar engineering class.
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feature that signals that a clause is a question, but is different from it in that it is not tied to a
wh-word. So, in Russian, the type which introduces nonlocal features into the type hierarchy will

look like (304).

(304) |non-local
SLASH append-list
QUE append-list
REL append-list
YNQ append-list

The unary phrase structure rule is presented below as (305)>° and the derivation for (296)

which leads to the semantic representation in Figure 6.6 is shown in (306).

(305)  [int-cl-phrase
HEAD +vc
LOCAL|CAT |[MC bool
VAL [0
NON-LOCAL non-local-none
[ SUBJ

)
SPR ()
SPEC ()

)

SYNSEM

LOCAL|CAT|VAL [

COMPS
HEAD-DTR|SYNSEM
SLASH|LIS

)

REL|LIST ()
O
(

—

NON-LOCAL QUE|LIST

YNQ|LIST

*tOp *> |

SSRecall from §3.1 that *fop* is the “top” type in the Matrix hierarchy. What is important here is that the YNQ
list is nonempty.
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(3 06) S int-clause

SF ques
YNQILIST )
HEAD-DTR|YNQILIST ()

Shead—comp
SF prop-or-ques
YNQILIST (T)
Vhead—subj NP
SF prop-or-ques
YNQ|LIST (@) dissertatsiju
Vhead—adj NP
SF prop-or-ques |
YNQILIST () student
\% ADV
| [YNQILIST (1]
pishet ‘
‘writes’

li

Q
Consider (306) in more detail. Under the present analysis, second position question particles
are modifiers (299), and as such they attach to heads as non-head daughters of the head-adjunct
rule. The resulting mother structure can unify with the head daughter of a rule such as the head-
subject rule. The YNQ nonlocal feature is percolated up the derivation tree just like other nonlocal
features are (§6.3.2). Once a feature structure which could be a stand-alone sentence — except it
has got a nonempty YNQ list—is formed, the special YNQ phrase structure rule (305) can apply,
yielding a structure with appropriately interrogative content (Figure 6.6), and with all nonlocal

features empty, the latter being a constraint placed explicitly on the root node (75).
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[mrs
LToP Rl h
B

SF ques

INDEX E.TENSE present
E.ASPECT aspect
E.MOOD mood

_wriTe_v_feI exist_q_rel exist_q_rel

LEL 3 N ||Lps  [mg h | [_student n_rel] |Len  [10] h | [_dissertation_n_rel

ARGD ,|2RE0 ,JtBL  [R9 h ||aRcO ,JLBL  [R13 h & null
arel [3[¢]||rsTr h7 h | |areD RSTR [hi1] h | |aRGO

arez [x4[X]| |BooY [hg h ooy [hig h

RELS

—_—

e

[9eq qeq
Hoows { [HARG [h7][,|HARG [h11] )@ null
|LARG LARG

Figure 6.6: The semantic structure for the sentence (296)

Note that the phrase structure rule shown in (305) is a subtype of interrogative-clause (137)
but unlike other subtypes of interrogative-clause, such as the in situ rule and the wh-ques-phrase,
it is used in Russian only for polar questions. To achieve this effect (i.e. to rule out (298)), the
question clitic itself needs to be constrained to not modify question phrases. Because this issue
pertains not only to second position clitics but to question particles in general (some particles may
be possible only in polar questions, some only in constituent questions, and some in both), this
aspect of the analysis is discussed separately in §6.7.3.

As a final note on second position clitics in Russian polar questions, consider that in this
grammar, both the in situ constituent question rule (217) and the polar question second position
rule (305) are present, and it is not a problem so long as the in-situ-ques (217) is constrained to

propagate the YNQ feature value from daughter to mother, as shown in (307).%¢

>$The in situ phrase is not a subtype of unary-nonloc-phrase (418) of course, because it needs to discharge the
QUE dependencies. The YNQ constraint needs to be added specially.
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(307) -in-situ—ques

MC  bool

LOCAL|CAT VAL [ ]
[QUE|LIST <>]
|[YNQ
[HEAD verb

SUBJ  ( )]
| COMPS ()
[QUE|LIST (X)}
[ YNQ

SYNSEM
NON-LOCAL

LOCAL|CAT
AL
HEAD-DTR|SYNSEM VAL 0 [

NON-LOCAL

This prevents the two different unary question rules, (305) and (217), from applying to each other

like in (309), which is an unwanted tree for the Russian sentence (240) repeated here as (308).

(308) Tor rme paboraemib?
Ty gde rabotaesh?
238G where work.2SG.PRES
‘Where do you work?’ [rus]

(308) should be analyzed using only one of the rules, as applying the second one would not result

in any meaningful semantic difference in the MRS representations.

(309) S
int-cl
[HEAD-DTR|YNQ (X)]

S in-situ-ques

[YNQ ]

Ssubj-head
[YNQ@( )]

A

NP VP

| T
ty ADV VP
‘you’ ‘ ‘

gde rabotaesh
‘where’ ‘work’
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Now that I explained how the additional unary rule (305) works using Russian as an illustra-
tive language, consider a pseudolanguage illustrating second position clitics in constituent ques-
tions (310). This artificial V-final language uses the same (obligatory) second position particle

for polar and for constituent questions.

(310) n1 iv
*iv nl
nl Q iv
*nl iv Q
*Q nl1 iv
nl n2 tv
*nl tv n2
*tv nl n2
nl Q n2 tv
*Q nl n2 tv
*nl n2 Q tv
*nl n2 tv Q
who Q iv
*who 1iv
who Q what tv
*who what Q tv
*Q who iv
*Q who what tv
*who what tv Q
where Q nl iv

I suggest that in such languages, the derivation for a constituent question simply involves
both the in-situ-ques and the int-cl, as illustrated by (311). As in the Russian example above, the
in-situ-ques alone will not be sufficient because the YNQ list will not be empty and so will violate
the root constraint (75), so there will be no spurious ambiguity. If the particle is present in the
sentence string, the int-cl (311) will be required on top of the in situ phrase; if there is no particle,

then int-cl cannot apply.>’

S’Emily M. Bender suggests an alternative analysis where the in situ phrase discharges both QUE and YNQ. For
the particle to be obligatory, the in situ phrase will require nonempty YNQ on the daughter. In the present work, I
did not explore this alternative.



(311) Sint-cl
[YNQILIST ()]

Sin—situ
[YNQILIST (1]

Ssubj—head
[YNQILIST ()]
NPhead—adj Vcomp—head
[YNQILIST ()] N
o~ NPV

NP ADV ‘
‘ noun  verb

[YNQILIST ()]
who ‘

0
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No changes are required to either rule compared to the Russian grammar. The main difference

of this pseudolanguage and Russian is in how the clitic itself is defined. In the artificial language

where the same particle is possible in both polar and constituent questions, no additional con-

straints are needed on the particle. In languages like Russian, additional constraints need to be

placed. This aspect of the analysis is presented in the next section.

6.7.3  Particles which are impossible, optional, or obligatory in constituent questions. Illustrative

languages: Russian (Indo-European), Japanese (Japonic).

In constituent questions, question particles (regardless of the particle position) may be impossi-

ble (312a)+(312b), like the second-position /i in Russian; required (313), like pa in Ladin ([11d];

38The particle pa in Ladin appears neither clause-initial nor second position, and my analysis does not cover such

particles. I use a pseudolanguage to test the obligatoriness of particles in my analysis.
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Indo-European);>® or optional (314), like in Japanese.

(312) a. Usan M uaet?
Ivan li idet?
Ivan.NOM Q arrive.3SG.PRES
‘Is it Ivan who is arriving?’ [rus]

b. *Kro A uaet?
*Kto li idet?
who.NOM Q arrive.3SG.PRES
Intended: ‘Who is arriving?’ [rus]

(313) a. Can compr=i pa n liber?
when buy.3PL =SCL PA a book
‘When are they going to buy a book?’ [1ld] (Hack, 2014)

b. *Can compr=i n liber?
when buy.3PL =SCL a book
Intended: ‘When are they going to buy a book?’ [1ld] (Hack, 2014)

(314) Dare ga  kuru (no)?
who NOM come Q
‘Who will come?’ [jpn] (Miyagawa, 1987)

As already mentioned in §6.7.1, for languages like Japanese where the particle is optional (314),
no additional constraints are required on either the phrase structure rules or on the particle lexical
type. Given (217) and (291), (314) is possible with and without the particle, simply because the
in situ rule unifies with the root (75) (in particular, its nonlocal lists are empty and its MC (main
clause) feature value is underspecified and therefore unifies with +), which yields (219) repeated
here as (315), and can at the same time also serve as a complement for the particle, as in (294),

repeated here as (316).



(315) Sin—situ

MC bool
NON-LOCAL non-local-none

S
NP VP
dare ga NP A%
‘who’ ‘ ‘
nanio  yonda
‘what”  ‘read’
(3 1 6) CPhead-comp

[MC bool]

/\

Sin—situ C
[MC bool] [MC bool]

Ssubj—head no
/\ Q
NP VP

dare ga kuru
‘who ‘come’

b
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To make a particle obligatory in constituent questions (313),%° the in situ phrase can be con-

strained to be [MC —] (317); this will preclude it from unifying with the root and it will not yield

a derivation like (315) unless combined with the particle, like in (316).%° If it does combine with

39T did not compile a test suite for Ladin [11d] (313) and tested this analysis with a pseudolanguage.

0In that case, there would be an [MC -] on the mother of the in situ phrase, which would not unify with root (75).
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a particle, the mother of the head-complement rule will have the Mc value of the head daughter

(the particle), which is bool (291).

(317)  [in-situ-ques

SYNSEM

HEAD-DTR|SYNSEM

[ (MC -

LOCAL|CAT VAL @]

NON-LOCAL [QUEJLIST ()]

[ [HEAD verb

LOCAL|CAT SUBJ ()
VAL @[COMPS <>]

INON-LOCAL [QUE|LIST (ref-ind, ...)|

But how to constrain a particle so it only appears in polar questions but not in constituent

questions, like the Russian /i (312a)—(312b)? Perhaps the first thing that comes to mind is to use

the QUE constraint to prevent particles from attaching to question phrases; indeed that is what

Fan (2018, p.119) says she did for her analysis of Mandarin where the clause-final particle ma

appears only in polar questions. After all, nonempty QUE lists arise from wh-words. But recall

from §6.6 that the QUE feature is not for detecting whether a structure is a question; it is only to

track long-distance dependencies. So, constraining the particle to only modify QUE-empty things

would only prevent the particle from attaching directly to a wh-word, not from it appearing in

a constituent question where the question is about some other constituent (318), resulting in the

unwanted derivation (319).

(318) *Kuuru JIX MBI
*Knigi li my

rae  Bujenm?
gde  videli?

book.ACcC.PL Q 1PL.NOM where see.1PL.PAST
Intended: ‘Where did we see the books?’ [rus]



(319) Sint-cl
[YNQ <>]
QUE ()

|
Sin-situ
[YNQ <>]
QUE ()
|
Scomp—head
[YNQ <>]
QUE (2))
/\

NP \%
[YNQ ()] [YNQ ) ]
QUE () QUE (2))

‘ /\

N NP \%

N | N

N ADV  my ADV \%
| e |

knigi li gde videli

‘books’ Q ‘where’  ‘saw’
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Furthermore, using QUE would not work for the analysis of clause-initial and clause-final

particles. Recall from the Japanese section (§6.7.1) that such particles attach to structures which

IIn the text of her dissertation, Fan (2018) actually states that she used the feature QUE to achieve this effect
(p- 119). However, this appears to be a mistake. Upon downloading and inspecting her grammar, I conclude
that QUE has no effect there (as it could not possibly have any effect there, QUE being empty on the mother
of the in situ phrase), and what leads to the correct behavior in the Zhong grammar is the feature SPART. A
related discussion can be found on the DELPH-IN Q&A site: https://delphinga.ling.washington.edu/
t/request-for-sample-input-for-jacy-and-zhong/440/14. Pointing this out is not a criticism of Fan’s
(2018) work (I have no doubt that lots of mistakes of this sort can be found in any dissertation) but an illustration
of how important it is to have an engineered artifact that can be inspected in every detail to verify how exactly the

analysis works. I include this remark here mostly for the sake of precision.


https://delphinqa.ling.washington.edu/t/request-for-sample-input-for-jacy-and-zhong/440/14
https://delphinqa.ling.washington.edu/t/request-for-sample-input-for-jacy-and-zhong/440/14
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already went through a phrase structure rule that discharged the QUE dependency, such as the in
situ rule in (294). If the QUE dependency has been discharged, the QUE list is empty and at that
point, there is no distinction between a constituent question and a polar question that could be
detected using this feature.

6l The feature can

Fan (2018) models Mandarin ma using a special feature called SPART.
take a number of values, of which the two pertinent here are ma and not-ma. Ma and not-ma
cannot unify with each other, given the type hierarchy in Zhong (Fan, 2018). The particle which
is impossible in constituent questions will require its complement’s SPART to have a value of not-

ma. At the same time, the in sifu phrase is SPART ma and as such is not a possible complement

for the particle. The situation (including why QUE would not work here) is illustrated in (320).

(320) >l<CPcamp—head
Sin-situ C
QUE () QUE ()
[SPART ma COMPS <[SPART not—ma]>

A
p

To model question particles which are impossible in constituent questions, whether or not
they are second position or clause initial/final, I propose a solution similar to Fan’s (2018) SPART,
though not in every respect. I use the same feature WH that I mentioned briefly in the section
about languages which disallow multiple questions (§6.6). In §6.6, I posit the feature as type
logical-or, containing a boolean feature inside it. The details about the logical-or type can be
found in §7.11.3; here, it is mostly enough to focus on the boolean part of it.

For languages like Mandarin, the analysis is similar to Fan’s (2018). The particle insists on
a [WH|BOOL —] complement (321); it will then be impossible in constituent questions so long as
the in situ phrase is [WH|BOOL +]. The main difference is that the feature WH is not specific to

Chinese particles and instead of ma and not-ma, it is just + and —.
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[gpart-comp-lex-item
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comp
HEAD 'MOD ()
MC bool
CAT [SPR ()
SPEC ()
SYNSEM LOCAL VAL SUBJ ()
i |[COMPS ([0)) ]
'HCONS|LIST ()
CONT |RELS|LIST ()
_ |[HOOK [INDEX|SF ques||
|NON-LOCAL non-local-none
WH|BOOL -
ARG-ST LOCAL|CAT [[TEAD - verb
VAL [SUBJ ( )]
COMPS ()
The in situ phrase in such languages is [WH|BOOL +] (322).> The unwanted derivation is ruled

out as shown in (323).

(322)

in-situ-ques

SYNSEM

HEAD-DTR|SYNSEM

LOCAL|CAT

NON-LOCAL

LOCAL|CAT

NON-LOCAL |QUEJLIST (ref-ind, ...)|

[WH|BOOL +
MC bool
VAL [0]
[QUEILIST ()]
[HEAD verb

SUBJ
COMPS

VAL @[

W
W

©2Note that, if WH is a logical-or feature, as suggested in §6.6, then the in situ phrase could also be st